Approximate Tests of Independence in Contingency Tables from Complex Stratified Cluster Samples

Several approximate tests based on half-sample estimates are proposed for testing hypotheses in contingency tables from complex stratified cluster samples. Monte Carlo methods are used to evaluate the power and expected significance level of each of these tests.
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APPROXIMATE TESTS OF INDEPENDENCE IN CONTINGENCY TABLES FROM COMPLEX STRATIFIED CLUSTER SAMPLES

Gad Nathan, Hebrew University and Central Bureau of Statistics, Jerusalem

1. Introduction and Summary

For simple random sampling within strata, approximate methods for testing overall independence in a contingency table have been proposed by Bhapkar and by Garza-Hernandez. In this case, the maximum likelihood ratio can be approximated as closely as required, as shown by Nathan. This is not so when the contingency table is obtained from a complex stratified cluster sample. Chapman and McCarthy have proposed using statistics based on the replicated balanced half-sample method of McCarthy, published in Vital and Health Statistics, Series 2, No. 14. These statistics are the differences between cell estimates obtained from one half sample and the product of the relevant marginal estimates obtained from the complementary half sample. Chapman's test procedure, based on the signs of these statistics, relies on assumptions of (1) zero expectations of the statistics under the null hypothesis, (2) independence between statistics from different sets of half samples, and (3) fixed covariances between statistics from the same pair of half samples. As will be shown, an exact evaluation of the relevant expectations and covariances of Chapman's statistics indicates that these assumptions are not always tenable.

Instead we propose here to use half-sample estimates to obtain some modified statistics, which have exactly expectation zero under the null hypothesis and for which the relevant covariances can be evaluated approximately. Test procedures—some based on the large sample statistics and others on Hotelling's $T^2$—are then obtained on the basis of sample estimates of the covariance approximations.

For a numerical example it is shown that the effect of the various assumptions and approximations made on the values of the statistics is very small.

2. The Model and Notation

In each of $L$ strata two primary sampling units (PSU's) are selected with equal probabilities and without replacement. Second-stage sampling (within PSU's) can be by any method which ensures the following two conditions:

(a) If $P_{ijh}$ is the probability of being classified in cell $(i, j)$ of the contingency table $(i=1, \ldots, r; j=1, \ldots, c)$, conditional on being in stratum $h$ $(h=1, \ldots, L)$, then an unbiased estimate, $\hat{P}_{ijh}$, of $P_{ijh}$ is available from each of the selected PSU's $(a=1, 2)$.

(b) $\hat{P}_{ijh1}$ and $\hat{P}_{ijh2}$ are independent within stratum $h$.

Weights $W_h$ $(h=1, \ldots, L)$—the probability of inclusion in stratum $h$—are assumed as known; and it follows that $P_{ij} = \sum_{h=1}^{L} W_h P_{ijh}$ is the overall unconditional probability of being in cell $(i, j)$.

Let $P_i = \sum_{j=1}^{r} P_{ij}$ and $P_j = \sum_{i=1}^{c} P_{ij}$ be the marginal unconditional probabilities. Then the null hypothesis to be tested is that of overall independence, i.e.,

$$H_0: P_{ij} = P_i P_j \ (i=1, \ldots, r; \ j=1, \ldots, c).$$

(2.1)
In order to obtain statistics for which variances and covariances can be estimated to test this hypothesis, a set of $K$-balanced half samples is defined by McCarthy's technique. Each of these half samples consists of a selection of one of the PSU's originally selected in each stratum. Therefore each half sample and its complement are simple stratified samples with one PSU per stratum. In addition, the estimates based on any half sample and its complement are independent. The half-sample selection defines indicator functions as follows:

$$
\alpha_h^{(k)} = \begin{cases} 
1 & \text{if PSU 1 is selected in the } h\text{th stratum for the } k\text{th half sample} \\
0 & \text{otherwise} 
\end{cases} 
$$

$$(h=1, \ldots, L; k=1, \ldots, K). \quad (2.2)$$

The two unbiased estimates of the probability $P_{ij}$ based on the $k$th half sample and its complement are then defined, respectively, by

$$
\hat{P}_{ij}^{(k)} = \sum_{h=1}^{L} W_h [\alpha_h^{(k)} \tilde{P}_{ijh1} + (1-\alpha_h^{(k)}) \tilde{P}_{ijh2}]$$

and

$$
\tilde{P}_{ij}^{(k)} = \sum_{h=1}^{L} W_h [(1-\alpha_h^{(k)}) \tilde{P}_{ijh1} + \alpha_h^{(k)} \tilde{P}_{ijh2}]$$

$$(i=1, \ldots, r; j=1, \ldots, c; k=1, \ldots, L). \quad (2.3)$$

Let $\hat{P}_{ij}^{(k)}$, $\tilde{P}_{ij}^{(k)}$ and $\tilde{P}_{ij}^{(k)}$ be the corresponding unbiased estimates of the marginal probabilities from the $k$th half sample and its complement, respectively. Then $\hat{P}_{ij}^{(k)}$, $\tilde{P}_{ij}^{(k)}$, and $\tilde{P}_{ij}^{(k)}$ are independent of $\hat{P}_{ij}^{(k)}$, $\tilde{P}_{ij}^{(k)}$, and $\tilde{P}_{ij}^{(k)}$.

Thus the random variables

$$
X_{ij}^{(k)} = \hat{P}_{ij}^{(k)} + \tilde{P}_{ij}^{(k)} - \hat{P}_{ij}^{(k)} \tilde{P}_{ij}^{(k)} - \tilde{P}_{ij}^{(k)} \hat{P}_{ij}^{(k)} \quad (i=1, \ldots, r-1; j=1, \ldots, c-1; k=1, \ldots, K) \quad (2.4)
$$

have expectation zero under the null hypothesis (2.1).

Alternative statistics based on differences between cross products (rather than on differences between cell probability estimates and products of marginal probabilities) can be used, as proposed, e.g., by Bhapkar and Koch. If we set

$$
U_{ij}^{(k)} = \hat{P}_{ij}^{(k)} \tilde{P}_{ij}^{(k)} - \hat{P}_{ij}^{(k)} \tilde{P}_{ij}^{(k)} \quad (i=1, \ldots, r-1; j=1, \ldots, c-1; k=1, \ldots, K), \quad (2.5)
$$

then the random variables $U_{ij}^{(k)}$ also have expectation zero under the null hypothesis.

The multivariate random vectors

$$
X^{(k)} = (X_{i1}^{(k)}, \ldots, X_{ir}^{(k)}) \quad (2.6)
$$

and

$$
U^{(k)} = (U_{i1}^{(k)}, \ldots, U_{i(r-1)c-1}^{(k)}) \quad (2.7)
$$

are each distributed asymptotically normal, with mean vector $0$ under $H_0$ for each $k=1, \ldots, K$. Neither the vectors $X^{(k)}$ nor the vectors $U^{(k)}$ are, however, independent, so their covariances must be evaluated in order to use them in test statistics.

3. Approximations of the Covariances

In the appendix it is shown that

$$
cov (X_{ij}^{(k)}, X_{lj}^{(l)}) = 2 \left\{ \sum_{h=1}^{L} W_h^2 [S_{ijl}(l)fghh] ight. - P_{ij} S_{ijl}(l)fghh \\
- P_{ij} S_{ijl}(l)fghh \\
- P_{ij} S_{ijl}(l)fghh \\
+ P_{ij} P_{ij} S_{ijl}(l)fghh + P_{ij} P_{ij} S_{ijl}(l)fghh \\
+ P_{ij} P_{ij} S_{ijl}(l)fghh + P_{ij} P_{ij} S_{ijl}(l)fghh \\
+ \left( \sum_{h \in H_{k,l}} W_h^2 S_{ijl}(l)fghh \right) \left( \sum_{h \in H_{k,l}} W_h^2 S_{ijl}(l)fghh \right) \\
+ \left( \sum_{h \in H_{k,l}} W_h^2 S_{ijl}(l)fghh \right) \left( \sum_{h \in H_{k,l}} W_h^2 S_{ijl}(l)fghh \right) \\
+ \left( \sum_{h \in H_{k,l}} W_h^2 S_{ijl}(l)fghh \right) \left( \sum_{h \in H_{k,l}} W_h^2 S_{ijl}(l)fghh \right) \\
+ \left( \sum_{h \in H_{k,l}} W_h^2 S_{ijl}(l)fghh \right) \left( \sum_{h \in H_{k,l}} W_h^2 S_{ijl}(l)fghh \right) \right\} \quad (3.1)
$$

where the parameters

$$
S_{ijl}(fghh) = cov (\hat{P}_{ijha}, \hat{P}_{fgha}) \\
S_{ijl}(fghh) = cov (\hat{P}_{ijha}, \hat{P}_{fgha}) = \sum_{j=1}^{r} S_{ijl}(fghh)
$$

and

$$
U_{ij}^{(k)} = \hat{P}_{ij}^{(k)} \tilde{P}_{ij}^{(k)} - \hat{P}_{ij}^{(k)} \tilde{P}_{ij}^{(k)} \quad (i=1, \ldots, r-1; j=1, \ldots, c-1; k=1, \ldots, K), \quad (2.5)
$$
and similarly,

\[ S_{(i,j)(f^h)h}, S_{(i,j)(f^h)h}, S_{(i,j)(g)h} \]

\[ S_{(i,j)(f^h)h} = \text{cov} \left( \hat{P}_{i-ha}, \hat{P}_{f-ha} \right) = \sum_{j=1}^{c} \sum_{g=1}^{c} S_{(i,j)(f^g)h} \]

and similarly,

\[ S_{(i,j)(f^g)h}, S_{(i,j)(f^g)h}, S_{(i,j)(g)h} \]

are the covariances between the estimates of cell probabilities and marginal probabilities from the same PSU within the \( h^{th} \) stratum and the set \( M_{k,l} \) is defined by

\[ M_{k,l} = \{ h : \alpha_h = \alpha_l \} \subset \{ 1, \ldots, L \}, \quad (3.3) \]

i.e., the set of strata in which the same PSU's are selected for the \( k^{th} \) and the \( l^{th} \) half sample. Similarly, it is easy to see that

\[ \text{cov} \left( U_{ij}^{(k)}, U_{fg}^{(l)} \right) = \text{cov} \left( \hat{P}_{ij}^{(k)}, \hat{P}_{fg}^{(l)} \right) \]

\[ \quad - \text{cov} \left( \hat{P}_{ij}^{(k)}, \hat{P}_{fg}^{(l)} \right) \]

\[ \quad - \text{cov} \left( \hat{P}_{ij}^{(k)}, \hat{P}_{fg}^{(l)} \right) \]

\[ + \text{cov} \left( \hat{P}_{ij}^{(k)}, \hat{P}_{fg}^{(l)} \right) \]

\[ \quad \text{(3.4)} \]

where, as is shown in the appendix,

\[ \text{cov} \left( \hat{P}_{ij}^{(k)}, \hat{P}_{fg}^{(l)} \right) = \left( \sum_{h \in M_{k,l}} \sum_{u=0}^{w} S_{(i,j)(f^u)h} \right) \]

\[ \left( \sum_{h \in M_{k,l}} \sum_{u=0}^{w} S_{(i,j)(f^u)h} \right) + \left( \sum_{h \in M_{k,l}} \sum_{u=0}^{w} S_{(i,j)(f^u)h} \right) \]

\[ \left( \sum_{h \in M_{k,l}} \sum_{u=0}^{w} S_{(i,j)(f^u)h} \right) + \left( \sum_{h \in M_{k,l}} \sum_{u=0}^{w} S_{(i,j)(f^u)h} \right) \]

\[ \left( \sum_{h \in M_{k,l}} \sum_{u=0}^{w} S_{(i,j)(f^u)h} \right) + \left( \sum_{h \in M_{k,l}} \sum_{u=0}^{w} S_{(i,j)(f^u)h} \right) \]

\[ \left( \sum_{h \in M_{k,l}} \sum_{u=0}^{w} S_{(i,j)(f^u)h} \right) + \left( \sum_{h \in M_{k,l}} \sum_{u=0}^{w} S_{(i,j)(f^u)h} \right) \]

for \((u, u') = (j, c), (c, j); (v, v') = (g, c), (c, g)\).

\[ \quad \text{(3.5)} \]

In order to obtain simpler approximate expressions for the covariances, the following assumptions are made:

(a) For each stratum, \( h \), a value, \( n_h \), which depends only on the number of final units per PSU in stratum \( h \), can be determined so that the first two moments of the variables \((n_h P_{ijh})\) are approximately those of the multinomial distribution with parameters \((n_h, P_{ijh})\). This holds, for instance, when the same number of final units are selected in both PSU's of the same stratum (if sampling within PSU's is simple random) or when the same effective sample sizes are attained within both PSU's of the same stratum (if sampling within PSU's is clustered and intraclass correlations within strata are independent of \((i, j)\)).

Under this assumption we obtain

\[ S_{(i,j)(f^h)h} = \frac{1}{n_h} \sum_{h} \delta_{ij} \left( P_{ijh} - P_{ijf^h} \right) \]

where \( \delta_{ij} \) is a Kronecker delta (equals 1 if \( i = f \) and 0 otherwise). The values of \( S_{(i,j)(f^h)h}, S_{(i,j)(g)h}, S_{(i,j)(f^h), S_{(i,j)(g)h}}, S_{(i,j)(f^h)h}, S_{(i,j)(g)h}, S_{(i,j)(g)h}, S_{(i,j)(g)h} \) are obtained by summing (3.6) over the relevant indexes.

(b) \[ n_h = W_h f_0 (h = 1, \ldots, L) \]

where \( f_0 \) is some constant. This implies that the number of final sample units per PSU in a stratum (for the case of simple random sampling within PSU's) or the effective sample size (for the case of clustered sampling) is proportional to the weight of the stratum.

(c) \[ \sum_{h \in M_{k,l}} W_h P_{ijh} f^h = w_{k,l} P_{ij} f^h \]

where

\[ w_{k,l} = \sum_{h \in M_{k,l}} W_h. \]

This holds exactly if the cell probabilities are independent of the stratum. In particular, (3.6) implies

\[ \sum_{h=1}^{L} W_h P_{ijh} f^h = P_{ij} f^h \]

since \( w_{k,k} = 1 \).
Substituting the approximations (3.6), (3.7), and (3.8) and the hypothesis (2.1) in (3.1), we obtain under $H_0$:

\[ \text{cov} (X_{ij}^{(k)}, X_{fj}^{(l)}) = \frac{2f_o \{8PjP_j - \delta_iP_{ij}P_{ij} + \delta_jP_{ij}P_{ij} + f_o[w_{k,i}^2 + (1 - w_{k,i})^2]}{1 + f_o} \]  

(3.10)

Substituting the approximations (3.6), (3.7), and (3.8) and the hypothesis (2.1) in (3.4) and (3.5), we obtain for the covariances between the $U$ statistics:

\[ \begin{align*}
\text{cov} (U_{ij}^{(k)}, U_{fj}^{(l)}) &= \frac{2f_o^2w^2\delta_i\delta_jP_{ij}P_{ij} + f_o(1 - f_o)P_{ij}P_{ij}}{(\delta_iP_{ij} + P_{ij}P_{ij}) (\delta_jP_{ij} + P_{ij}P_{ij})} \\
&= \frac{2f_o^2w^2\delta_i\delta_jP_{ij}P_{ij} + f_o(1 - f_o)P_{ij}P_{ij}}{(\delta_iP_{ij} + P_{ij}P_{ij}) (\delta_jP_{ij} + P_{ij}P_{ij})} \quad (k \neq l).
\end{align*} \]  

(3.14)

Thus, for the $X$ statistic, the ratio of the covariance between cell estimates from different half samples to that of estimates from the same half sample is independent of the specific cells. This ratio is defined by

\[ \rho_X(k, l) = \frac{\text{cov}(X_{ij}^{(k)}, X_{fj}^{(l)})}{\text{cov}(X_{ij}^{(k)}, X_{fj}^{(l)})} = \frac{1 + f_o[w_{k,i}^2 + (1 - w_{k,i})^2]}{1 + f_o}. \]  

(3.11)

Thus the ratio of the covariance for different subsamples to that for the same subsamples is fixed for $(i, j) \neq (f, g)$

\[ \rho_U = \frac{\text{cov}(U_{ij}^{(k)}, U_{fj}^{(l)})}{\text{cov}(U_{ij}^{(k)}, U_{fj}^{(l)})} = \frac{w(1 - f_o)w}{(1 - f_o)} \]  

for $k \neq l; (i, j) \neq (f, g)$.  

(3.15)

4. Tests of the Hypothesis

Chapman has derived a test of the null hypothesis (2.1) based on the statistics

\[ Z_{ij}^{(k)} = \tilde{P}_{ij}^{(k)} - \tilde{P}_{ij}^{(l)} - P_{ij}^{(k)} - P_{ij}^{(l)}. \]  

(4.1)

The test relies on the following assumptions under $H_0$:

(a) $E(Z_{ij}^{(k)}) = 0$;  

(b) $\text{cov}(Z_{ij}^{(k)}, Z_{ij}^{(l)}) = \text{cov}(Z_{ij}^{(k)}, Z_{ij}^{(l)})$;  

for all $i \neq f, j \neq g, i' \neq g', j' \neq g'; k = 1, \ldots, K$;  

and

(c) $\text{cov}(Z_{ij}^{(k)}, Z_{ij}^{(l)}) = 0$  

for all $k \neq l$ and all $i, j, f, g$.  

While (c) holds approximately for large $L$, it can easily be shown, on the basis of computations similar to those in the appendix, that (a) and (b) do not hold in general, even approximately.

The statistics $X^{(k)}$ defined by (2.6) do, however, have expectation zero, and approximate tests of
the hypothesis can be derived on the basis of the covariance approximations of the previous section. Set

\[ Y_k' = (Y_{k1}, \ldots, Y_{kp}) \]

\[ = (X_{11}^{(k)}, \ldots, X_{1r-1}^{(k)}, \ldots, X_{r-1,1}^{(k)}, \ldots, X_{r-1,c-1}^{(k)}), \ (k=1, \ldots, K) \]  

(4.5)

where \( p = (r-1)(c-1) \). Then asymptotically,

\[ Y_k \sim N(\mu, \Sigma) \ (k=1, \ldots, K) \]  

(4.6)

with

\[ \mu' = (\mu_1, \ldots, \mu_p) \]  

(4.7)

and

\[ \sum' = ((\Sigma_{uv})) = ((\text{cov} (Y_{ku}, Y_{kv}))) \ (u, v=1, \ldots, p), \]  

(4.8)

is defined by the appropriate value of \( \text{cov} (X_{1u}^{(k)}, X_{1v}^{(k)}) \) independently of \( k \) according to (3.1) since \( M_{k,k} = \{1, \ldots, L\} \).

Next, according to the approximation (3.13), we have

\[ \rho \sum' = ((\rho \Sigma_{uv})) \]

\[ = ((\text{cov} (Y_{ku}, Y_{lv}))) \ (u, v=1, \ldots, p) \]  

(4.9)

for any \( k \neq l \) where \( \rho = \rho X \) is defined by (3.13). Morrison \( ^8 \) has shown that, under the conditions (4.6)–(4.9), if we define

\[ \tilde{Y} = \frac{1}{K} \sum_{k=1}^{K} Y_k, \]  

(4.10)

then

(a) \( \tilde{Y} \sim N \left( \mu, \left[ \frac{1 + (K-1)\rho}{K} \right] \sum' \right) \);  

(4.11)

(b) \( A = \sum_{k=1}^{K} (Y_k - \tilde{Y}) (Y_k - \tilde{Y})' \)

\[ \sim \mathcal{W}(\rho, K-1, (1-\rho) \sum') \]  

(4.12)

where \( A \) is distributed \( p \)-Wishart with \( K-1 \) degrees of freedom and variance matrix \( (1-\rho) \Sigma \); and (c) \( Y \) and \( A \) are independent.

Two different test procedures can be suggested based on the above results.

(a) From (4.11), under \( H_0 \)

\[ \tilde{Y} \sim N \left( \mathbf{0}, \left[ \frac{1 + (K-1)\rho}{K} \right] \sum' \right) \]  

(4.13)

Let \( \tilde{\Sigma} \) be the estimate of \( \Sigma \) obtained by substituting the sample estimates of \( P_{ijh} \) in (3.1) or the sample estimates of \( P_{ij} \) in (3.10) for \( k = l \). Set

\[ C = 1 + \frac{(K-1)\rho}{K} \sum' \]  

(4.14)

Then

\[ G = \tilde{Y}'C^{-1/2} \tilde{Y} \]  

(4.15)

is the approximate large sample test statistic, distributed asymptotically \( \chi^2 \) with \( p \) degrees of freedom under \( H_0 \).

(b) Define

\[ B = \frac{1 + (K-1)\rho}{1-\rho} A. \]  

(4.16)

Then

\[ B \sim \mathcal{W}(p, K-1, [1 + (K-1)\rho] \Sigma). \]  

(4.17)

Thus

\[ T^2 = K(K-1) \tilde{Y}'B^{-1}\tilde{Y} \]  

(4.18)

is distributed under \( H_0 \) as Hotelling's \( p \)-dimensional \( T^2 \) with \( K-1 \) degrees of freedom so that \( H_0 \) can be tested by comparing

\[ F = \frac{K-p}{(K-1)p} \frac{T^2}{p} = \frac{K(K-p)}{p} \tilde{Y}'B^{-1}\tilde{Y} \]  

(4.19)

with the critical value of the \( F \) distribution with \( p \) and \( K-p \) degrees of freedom.

The same tests can be performed with the \( U \) statistics (2.7). If we set

\[ Y_k = (Y_{k1}, \ldots, Y_{kp}) = (U_{k1}^{(k)}, \ldots, U_{1c-1}^{(k)}, \ldots, U_{r-1,1}^{(k)}, \ldots, U_{r-1,c-1}^{(k)}), \ (k=1, \ldots, K), \]  

(4.20)

replace \( \rho X \) by \( \rho U \) (defined by (3.15)), and replace \( \tilde{\Sigma} \) by the substitution of the sample estimates of \( P_{ij} \) in (3.4) and (3.5), the tests defined by (4.15) and (4.19) are valid under the same assumptions.
An alternative test using the cross product ratio could be based on the statistics
\[
V_{ij} = \ln \left[ \frac{\hat{P}_{ij}}{\hat{P}_{ic}\hat{P}_{rj}} \right]
\]
\(i = 1, \ldots, r - 1; j = 1, \ldots, c - 1\). \hspace{1cm} (4.21)

The covariance matrix of these statistics can be approximated by the appropriate Taylor expansion as
\[
\text{cov}(V_{ij}, V_{jk}) = \sum_{u=1}^{r} \sum_{v=1}^{c} (-1)^{\alpha(u,v,u',v')} \text{cov}(P_{uv}, P_{u'v'})
\]
\(\alpha(u,v,u',v') = \delta_u + \delta_v + \delta_{u'} + \delta_{v'}\). \hspace{1cm} (4.22)

The covariances, \(\text{cov}(\hat{P}_{uv}, \hat{P}_{u'v'})\), can then be estimated by the balanced half-sample method:
\[
\text{cov}(\hat{P}_{uv}, \hat{P}_{u'v'}) = \frac{1}{4K} \sum_{k=1}^{K} (\hat{P}^{(k)}_{uv} - \hat{P}^{(k)}_{u'}) (\hat{P}^{(k)}_{u'v'} - \hat{P}^{(k)}_{u'}).
\]
\(\hspace{1cm} (4.23)\)

Finally, set \(V' = (V_{11}, \ldots, V_{r-1,c-1})\) and let \(C = ((\text{cov}(V_{ij}, V_{jk}))\) be defined by (4.22) with the covariances estimated by (4.23) and with \(P_{uv}, P_{u'v'}\) replaced by their sample estimates \(\hat{P}_{uv}\) and \(\hat{P}_{u'v'}\), respectively. Then the large sample Wald statistic \(VC^{-1}V'\) can be used to test the null hypothesis with asymptotic distribution under the null hypothesis of \(\chi^2(p)\).

5. Numerical Examples

The data used for the examples are from the noncertainty urban strata of the Israel Labour Force Survey for the period October–December 1968. The primary sampling units are towns and the stratification criteria are size, region, and type of population. Two PSU’s are selected within each stratum with probability proportional to size (number of inhabitants), but, as size varies little within strata, the selection can be regarded for all practical purposes as equal probability sampling. Within PSU’s, households (25–80 per PSU) are sampled random-systematically, so final selection probabilities are equal. For the first example, the characteristics cross-classified were labor force participation (2 classes) and age (5 classes). Simple sample estimates of the values of \(P_{ijh}\) were obtained from the two PSU’s in each stratum and were used together with the average sample size, \(n_h\), in each stratum, to obtain estimates of \(\text{cov}(X_{ij}^{(h)}, X_{jk}^{(h)})\) as defined by (3.1).

Five different approximations of (3.1) were compared as follows:

(a) \(\hat{\text{cov}}_1(X_{ij}^{(h)}, X_{jk}^{(h)})\) — obtained from (3.1) by substitution of the approximations (3.6) for the covariances defined by (3.2)—assumption (a) of section 3.
(b) \(\hat{\text{cov}}_1(X_{ij}^{(h)}, X_{jk}^{(h)})\) — obtained from the previous approximation by substitution of the approximation (3.7)—assumption (b) of section 3.
(c) \(\hat{\text{cov}}_2(X_{ij}^{(h)}, X_{jk}^{(h)})\) — obtained from the previous approximation by substitution of the approximation (3.8)—assumption (c) of section 3.
(d) \(\hat{\text{cov}}_3(X_{ij}^{(h)}, X_{jk}^{(h)})\) — obtained from the previous approximation by substitution of the approximation (3.12).
(e) \(\hat{\text{cov}}_4(X_{ij}^{(h)}, X_{jk}^{(h)})\) — obtained from the previous approximation by substitution of the null hypothesis (2.1), i.e., substitution of (3.10) with the approximation (3.12).

Table A gives the values of these approximations for \(k=1\) (independent of the value of \(k\)) and their average, maximal, and minimal values over all pairs \(k \neq l\). It should be noted that by definition \(\hat{\text{cov}}_2(X_{ij}^{(h)}, X_{jk}^{(h)}) = \hat{\text{cov}}_3(X_{ij}^{(h)}, X_{jk}^{(h)})\) for \(k = l\) and that \(\hat{\text{cov}}_3(X_{ij}^{(h)}, X_{jk}^{(h)})\) and \(\hat{\text{cov}}_4(X_{ij}^{(h)}, X_{jk}^{(h)})\) are independent of the values of \(k\) and \(l\) for all \(k \neq l\) and for all \(k = l\).

While the differences between the last four approximations are slight, it can be seen from table A that the first approximation differs from them considerably in some cases. This is due to the fact that in this example there are some serious departures from (3.7) (assumption (b) of section 3), as can be seen from table B.

The difference between \(n_h\) and \(W_{h/l}\) is due in this case to large PSU size variations within strata. It should, however, be pointed out that even the large departures from (3.7) do not affect the covariance approximation very seriously. The other assumptions made for the remaining approximations have virtually no effect.
Table A. Approximations of cov \((X^{(i)}_0, X^{(j)}_0)\) \(\times 10^4\)

<table>
<thead>
<tr>
<th>(i=1)</th>
<th>(j=1)</th>
<th>(k=1)</th>
<th>(k = l)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(f=1)</td>
<td>(a)</td>
<td>14.005</td>
<td>14.010</td>
</tr>
<tr>
<td>(b)</td>
<td>13.019</td>
<td>13.041</td>
<td>13.039</td>
</tr>
<tr>
<td>(c)</td>
<td>13.288</td>
<td>13.291</td>
<td>13.288</td>
</tr>
<tr>
<td>(e)</td>
<td>13.123</td>
<td>13.123</td>
<td>13.123</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(i=2)</th>
<th>(j=2)</th>
<th>(k=1)</th>
<th>(k = l)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(k=1)</td>
<td>(a)</td>
<td>15.943</td>
<td>14.949</td>
</tr>
<tr>
<td>(b)</td>
<td>15.900</td>
<td>15.900</td>
<td>15.900</td>
</tr>
<tr>
<td>(c)</td>
<td>14.017</td>
<td>14.020</td>
<td>14.017</td>
</tr>
<tr>
<td>(d)</td>
<td>14.032</td>
<td>14.032</td>
<td>14.032</td>
</tr>
<tr>
<td>(e)</td>
<td>14.086</td>
<td>14.086</td>
<td>14.086</td>
</tr>
</tbody>
</table>

Table B. Values of \(n_b\) and \(W_{b/}\)

<table>
<thead>
<tr>
<th>(k)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n_b)</td>
<td>71.0</td>
<td>65.5</td>
<td>30.0</td>
<td>41.0</td>
<td>54.0</td>
<td>39.0</td>
<td>34.5</td>
<td>39.5</td>
<td>41.0</td>
<td>40.0</td>
</tr>
<tr>
<td>(W_{b/})</td>
<td>60.5</td>
<td>56.8</td>
<td>19.1</td>
<td>45.6</td>
<td>61.8</td>
<td>59.4</td>
<td>61.4</td>
<td>44.6</td>
<td>29.2</td>
<td>17.3</td>
</tr>
</tbody>
</table>

The values of the Chapman statistics \(^4\) obtained for this example are

\[ T_1 = 45.0, \text{ based on (4.1)}, \]

and

\[ T_2 = 51.0, \text{ based on the dual of (4.1) with } \hat{P}_{ij}, \hat{P}_i, \]

and \(\hat{P}_{-j}\) replaced by \(\hat{P}_{ij}, \hat{P}_t, \)

and \(\hat{P}_{-j}\), respectively.

Four different values of the \(G\) statistic defined by (4.15) for the \(X\) statistic were calculated:

\[ G_0 = 49.2, \]
\[ G_1 = 56.2, \]
\[ G_2 = G_3 = 55.7, \]
\[ G_4 = 53.3. \]

where \(G_a (a=0, 1, 2, 3, 4)\) is based on the approximation \(\text{cov}_a (X^{(i)}_0, X^{(j)}_0)\).

It can be seen that the differences between the \(G\) statistics, due to the various simplifying assumptions, are small.

The \(G_0\) value (4.15) for the \(U\) statistic (2.7) was 39.0 in this example. While this is considerably lower than the value obtained for the \(X\) statistic, it together with the remaining values obtained, still far exceeds the critical chi-square value at any practical level of significance.

A further comparison of values of \(G_0\) for the \(X\) and \(U\) statistics was made on three \(3 \times 2\) contingency tables from the same survey which indicated much smaller departures from the null hypothesis. The values obtained were as follows:

Data set:

\[ G_0 \text{ for } X \text{ statistic:} \quad \begin{array}{ccc} \text{I} & \text{II} & \text{III} \\ .953 & 3.93 & 12.93 \end{array} \]

\[ G_0 \text{ for } U \text{ statistic:} \quad \begin{array}{ccc} \end{array} \quad \begin{array}{ccc} \text{I} & \text{II} & \text{III} \\ .928 & 3.90 & 12.16 \end{array} \]

These values are close enough for all practical purposes. The other statistics, however, performed poorly for these examples, showing large divergences.
Simulations of 350 sets of sample frequencies for the same 10 strata 3 x 2 table were obtained from three sets of cell probabilities, one of which satisfied the null hypothesis while the other two represented increasing departures from the null hypothesis (see details in Nathan’s paper). From each set of sample frequencies, the Chapman statistics \( T_1, T_2 \), three approximations of Wilks’ statistics \( G_1, G_2, G_3 \), and Hotelling’s \( F \) were computed for the \( X \) statistic. The relative frequencies of the number of times each of the statistics exceeded the critical chi-square values for nominal levels of significance of .01, .05, and .10 are given in table C. These relative frequencies estimate the powers of the statistic and again indicate small differences between the two variants of Chapman’s statistic and between the various approximations of Wilks’ statistics. In general, higher estimated powers are achieved for statistics with higher estimated levels of significance, but Hotelling’s statistic indicates smaller power than Wilks even though it has a higher actual level of significance.

### TABLE C. Relative frequencies of times nominal significance level exceeded using nonproportional sampling (350 simulations)

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Significance level</th>
<th>Chapman</th>
<th>Wilks</th>
<th>Hotelling</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( T_1 )</td>
<td>( T_2 )</td>
<td>( G_1 )</td>
<td>( G_2 )</td>
</tr>
<tr>
<td>( H_0 )</td>
<td>.01</td>
<td>.011</td>
<td>.017</td>
<td>.029</td>
</tr>
<tr>
<td></td>
<td>.05</td>
<td>.046</td>
<td>.087</td>
<td>.103</td>
</tr>
<tr>
<td></td>
<td>.10</td>
<td>.071</td>
<td>.169</td>
<td>.166</td>
</tr>
<tr>
<td>( H_1 )</td>
<td>.01</td>
<td>.060</td>
<td>.063</td>
<td>.151</td>
</tr>
<tr>
<td></td>
<td>.05</td>
<td>.160</td>
<td>.146</td>
<td>.326</td>
</tr>
<tr>
<td></td>
<td>.10</td>
<td>.226</td>
<td>.209</td>
<td>.437</td>
</tr>
<tr>
<td>( H_2 )</td>
<td>.01</td>
<td>.337</td>
<td>.311</td>
<td>.577</td>
</tr>
<tr>
<td></td>
<td>.05</td>
<td>.497</td>
<td>.506</td>
<td>.760</td>
</tr>
<tr>
<td></td>
<td>.10</td>
<td>.591</td>
<td>.594</td>
<td>.837</td>
</tr>
</tbody>
</table>

In order to eliminate the effect of the different actual levels of significance, unbiased estimates of the Expected Significance Level (ESL) proposed by Dempster and Schatzoff were computed for each alternative. The estimated ESL is the Mann-Whitney statistic, which is based on comparisons of the values of statistics obtained under the null hypothesis with those obtained under the alternative hypotheses and measures the relative efficiencies of the statistics independently of the actual significance levels attained.

The estimated ESL values based on 250 simulations for each alternative are given in table D. As before, the results indicate that the differences between variations of the statistics within groups are small as compared with the differences between groups and are, in fact, not significant, while differences between groups are significant (at the 1-percent level). The results thus indicate that for the given parameters of the two alternatives, Wilks’ statistic, with any of the three approximations, is more efficient than Chapman’s (either variation), while Hotelling’s statistic is less efficient than Chapman’s.

### TABLE D. Estimates and rank of Expected Significance Level (ESL) using nonproportional sampling (250 simulations)

<table>
<thead>
<tr>
<th>Statistic</th>
<th>ESL</th>
<th>Rank</th>
<th>ESL</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chapman—( T_1 )</td>
<td>.6301</td>
<td>4</td>
<td>.8734</td>
<td>4</td>
</tr>
<tr>
<td>Chapman—( T_2 )</td>
<td>.6249</td>
<td>5</td>
<td>.8735</td>
<td>5</td>
</tr>
<tr>
<td>Wilks—( G_1 )</td>
<td>.6554</td>
<td>1</td>
<td>.9080</td>
<td>1</td>
</tr>
<tr>
<td>Wilks—( G_2 )</td>
<td>.6547</td>
<td>3</td>
<td>.9078</td>
<td>3</td>
</tr>
<tr>
<td>Wilks—( G_3 )</td>
<td>.6549</td>
<td>2</td>
<td>.9075</td>
<td>2</td>
</tr>
<tr>
<td>Hotelling—( F )</td>
<td>.5999</td>
<td>6</td>
<td>.8005</td>
<td>6</td>
</tr>
</tbody>
</table>

A further 250 simulations were carried out for each hypothesis, with sample sizes proportional to strata weights (i.e., \( n_h = nW_h \)). In this case, taking into account the previous results, only one statistic from each group was computed—Chapman’s \( T_1 \), Wilks’ \( G_1 \), and Hotelling’s \( F \). In addition, the log-likelihood ratio statistic based on the overall marginal table was computed as follows:

\[
H = -2 \left[ n (\ln n) - \sum_i n_i (\ln n_i) - \sum_j n_{ij} (\ln n_{ij}) + \sum_{i,j} (\ln n_{ij}) \right]
\]

and compared with the critical values of \( \chi^2(p) \).

Both from the relative frequencies of times the critical values were exceeded, given in table E, and from the estimated ESL’s given in table F, it is seen that the naive test has greater power than the test based on Wilks’ statistic although the difference in ESL is not significant. Thus this computationally simple test can be used in the case of proportional sampling without any loss of efficiency.
TABLE E. Relative frequencies of times nominal significance level exceeded using proportional sampling (250 simulations)

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Significance level</th>
<th>Chapman $T_1$</th>
<th>Wilks $G_1$</th>
<th>Hotelling $F$</th>
<th>Log-likelihood $H$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_0$</td>
<td>.01</td>
<td>.004</td>
<td>.016</td>
<td>.064</td>
<td>.016</td>
</tr>
<tr>
<td></td>
<td>.05</td>
<td>.016</td>
<td>.052</td>
<td>.156</td>
<td>.048</td>
</tr>
<tr>
<td></td>
<td>.10</td>
<td>.040</td>
<td>.092</td>
<td>.196</td>
<td>.092</td>
</tr>
<tr>
<td>$H_1$</td>
<td>.01</td>
<td>.052</td>
<td>.116</td>
<td>.160</td>
<td>.100</td>
</tr>
<tr>
<td></td>
<td>.05</td>
<td>.140</td>
<td>.272</td>
<td>.356</td>
<td>.256</td>
</tr>
<tr>
<td></td>
<td>.10</td>
<td>.204</td>
<td>.360</td>
<td>.456</td>
<td>.356</td>
</tr>
<tr>
<td>$H_2$</td>
<td>.01</td>
<td>.404</td>
<td>.604</td>
<td>.448</td>
<td>.592</td>
</tr>
<tr>
<td></td>
<td>.05</td>
<td>.584</td>
<td>.792</td>
<td>.694</td>
<td>.776</td>
</tr>
<tr>
<td></td>
<td>.10</td>
<td>.660</td>
<td>.864</td>
<td>.780</td>
<td>.864</td>
</tr>
</tbody>
</table>

TABLE F. Estimates and rank of Expected Significance Level (ESL) using proportional sampling (250 simulations)

<table>
<thead>
<tr>
<th>Statistic</th>
<th>$H_1$</th>
<th>$H_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ESL</td>
<td>Rank</td>
</tr>
<tr>
<td>Chapman $- T_1$</td>
<td>.7041</td>
<td>3</td>
</tr>
<tr>
<td>Wilks $- G_1$</td>
<td>.7336</td>
<td>2</td>
</tr>
<tr>
<td>Hotelling $- F$</td>
<td>.6848</td>
<td>4</td>
</tr>
<tr>
<td>Log-likelihood $- H$</td>
<td>.7351</td>
<td>1</td>
</tr>
</tbody>
</table>

It should be noted that the ranking of the ESL's of the statistics used in the nonproportional sampling case remains the same in the proportional case, thus strengthening the previous results.

6. The Case of a 2x2 Table

For the special case of a 2x2 table ($r = c = 2$), some simplifications of the tests are possible. Thus the statistics (2.4) and (2.5) become

$$X^{(k)} = \hat{P}(k) + \hat{P}(k) - \hat{P}(k) \hat{P}(k) - \hat{P}(k) \hat{P}(k)$$

and

$$U^{(k)} = \hat{P}(k) - \hat{P}(k)$$

so that

$$X^{(k)} = U^{(k)} + U^{(k)}$$

where

$$U^{(k)} = \hat{P}(k) \hat{P}(k) - \hat{P}(k) \hat{P}(k)$$

$U^{(k)}$ and $U^{(k)}$ can be shown to be independent and, from (3.10) and (3.14) under the null hypothesis,

$$\text{Var}(X^{(k)}) = 2f_0(1+f_0)P_{11}P_{22} = 2 \text{Var}(U^{(k)})$$

The variates (4.5) are univariate, so that if

$$\bar{X} = \frac{1}{K} \sum_{k=1}^{K} X^{(k)}; \bar{U} = \frac{1}{K} \sum_{k=1}^{K} U^{(k)}$$

the test statistics to be used instead of (4.15) are

$$\sqrt{G_2} = \sqrt{\frac{K}{1 + (K-1)\rho X}} \frac{\bar{X}}{\sqrt{2f_0(1+f_0)P_{11}P_{22}}}$$

and

$$\sqrt{G_u} = \sqrt{\frac{K}{1 + (K-1)\rho U}} \frac{\bar{U}}{\sqrt{f_0(1+f_0)P_{11}P_{22}}}$$

both distributed asymptotically standard normal under $H_0$. Similarly, (4.18) and (4.19) can be replaced by

$$T_x = \sqrt{\frac{1 - \rho X}{1 + (K-1)\rho X}} \frac{\bar{X}}{\sqrt{\frac{1}{K-1} \sum_{k=1}^{K} (X^{(k)} - \bar{X})^2/K}}$$

and

$$T_u = \sqrt{\frac{1 - \rho U}{1 + (K-1)\rho U}} \frac{\bar{U}}{\sqrt{\frac{1}{K-1} \sum_{k=1}^{K} (U^{(k)} - \bar{U})^2/K}}$$

and compared with the critical Student's $t$ values (with $K - 1$ degrees of freedom).
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APPENDIX I

PROOFS OF (3.1) AND (3.5)

Denote for fixed values of $k$, $l$

$$ M(1) = M_{k,l} $$

and

$$ M(2) = \{ h : h \notin M_{k,l} \} \quad (A.1) $$

and define

$$ \tilde{P}_{ij}(u) = \sum_{h \in M(u)} W_h \left[ \alpha_h^k \tilde{P}_{ijh1} + (1 - \alpha_h^k) \tilde{P}_{ijh2} \right] $$

$$ \tilde{P}_{ij}(u) = \sum_{h \in M(u)} W_h \left[ (1 - \alpha_h^k) \tilde{P}_{ijh1} + \alpha_h^k \tilde{P}_{ijh2} \right] $$

$$ (u = 1, 2; i = 1, \ldots, r; j = 1, \ldots, c; k = 1, \ldots, K). $$

$$ (A.2) $$

Then

$$ \hat{P}_{ij}^{(k)} = \tilde{P}_{ij}(1) + \tilde{P}_{ij}(2), $$

$$ \tilde{P}_{ij} = \tilde{P}_{ij}(1) + \tilde{P}_{ij}(2). $$

$$ (A.3) $$

Also,

$$ E[\hat{P}_{ij}^{(k)} (u)] = E[\tilde{P}_{ij}(u)] = P_{ij}(u), \quad (A.4) $$

where

$$ P_{ij}(u) = \sum_{h \in M(u)} W_h \left[ \alpha_h^k P_{ijh1} + (1 - \alpha_h^k) P_{ijh2} \right]. $$

Thus

$$ \text{cov} \left( \hat{P}_{ij}^{(k)} \hat{P}_{ij'}^{(k)}, \hat{P}_{ij}^{(l)} \hat{P}_{ij'}^{(l)} \right) $$

$$ = \text{cov} \left[ \sum_{u,v=1}^2 \hat{P}_{ij}^{(k)} (u) \hat{P}_{ij'}^{(l)} (v) \right] = \sum_{u,v=1}^2 \text{cov} \left( \hat{P}_{ij}^{(k)} (u), \hat{P}_{ij'}^{(l)} (v) \right) $$

$$ \text{cov} \left( \hat{P}_{ij}^{(k)} (u_1) \hat{P}_{ij'}^{(l)} (u_2), \hat{P}_{ij}^{(l)} (u_3) \hat{P}_{ij'}^{(l)} (u_4) \right) $$

$$ (A.6) $$

where the summation is over all the 16 possible combinations.

It can easily be seen that $\hat{P}_{ij}^{(k)} (u)$ is independent of $\hat{P}_{ij'}^{(l)} (v)$, $\hat{P}_{ij}^{(l)} (v)$, and $\hat{P}_{ij'}^{(l)} (v)$ for $u \neq v$ (and similarly for all other pairs of estimates from mutually exclusive subsets of strata). Also, the following are pairs of independent variables:

$$ (\hat{P}_{ij}^{(k)} (1), \hat{P}_{ij'}^{(l)} (1)), \quad (\hat{P}_{ij}^{(k)} (1), \hat{P}_{ij'}^{(l)} (1)), $$

$$ (\hat{P}_{ij}^{(k)} (2), \hat{P}_{ij'}^{(l)} (2)), \quad (\hat{P}_{ij}^{(k)} (2), \hat{P}_{ij'}^{(l)} (2)), $$

as each of the two estimates in any pair is derived from different PSU's in each stratum.

Each of the covariance terms in the summation (A.6) is of the form $\text{cov} (xy, x'y')$, where the pair of random variables $(x, x')$ is independent of the pair of random variables $(y, y')$. Under these conditions it is easily verified that

$$ \text{cov} (xy, x'y') = \text{cov} (x, x') \text{cov} (y, y') $$

$$ + E (x) E (x') \text{cov} (y, y') + E (y) E (y') \text{cov} (x, x'). $$

$$ (A.5) $$
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In particular, if, in addition, $y$ and $y'$ are independent, then
\[
\text{cov}(xy, x'y') = E(y)E(y') \text{ cov}(x, x'). \tag{A.7}
\]

The evaluation of the components of (A.6) is then obtained by noting that
\[
\text{cov} \left[ \hat{P}_{ij}(1), \hat{P}_{fg}(1) \right] = E \left[ \sum_{h \in \mathcal{M}(1)} W_h (\hat{P}_{ijh} - P_{ijh}) \right] \sum_{h' \in \mathcal{M}(1)} W_{h'} (\hat{P}_{fgh'} - P_{fgh'})
\]
\[
= \sum_{h \in \mathcal{M}(1)} W_h \sum_{h' \in \mathcal{M}(1)} W_{h'} E \left[ (\hat{P}_{ijh} - P_{ijh}) (\hat{P}_{fgh'} - P_{fgh'}) \right]. \tag{A.8}
\]

But
\[
E[ (\hat{P}_{ijh} - P_{ijh}) (\hat{P}_{fgh'} - P_{fgh'}) ] = \begin{cases} S_{ij}(fg); & h = h' \text{ and } \alpha_h^{(1)} = \alpha_h^{(1)} \\ 0; & \text{otherwise}, \end{cases} \tag{A.9}
\]

where $S_{ij}(fg)$ is defined by (3.2). Thus
\[
\text{cov} \left[ \hat{P}_{ij}(1), \hat{P}_{fg}(1) \right] = \text{cov} \left[ \hat{P}_{ij}(1), \hat{P}_{fg}(1) \right]
\]
\[
= \sum_{h \in \mathcal{M}(1)} W_h^2 S_{ij}(fg) h. \tag{A.10}
\]

Similarly,
\[
\text{cov} \left[ \hat{P}_{ij}(2), \hat{P}_{fg}(2) \right] = \text{cov} \left[ \hat{P}_{ij}(2), \hat{P}_{fg}(2) \right]
\]
\[
= \sum_{h \in \mathcal{M}(2)} W_h^2 S_{ij}(fg) h. \tag{A.11}
\]

Using the above, the covariance terms of the summation (A.6) are evaluated as follows:
\[
\text{cov} \left( \hat{P}_{ij}(u), \hat{P}_{ij}(v) \right) = \left( \sum_{h \in \mathcal{M}(u)} W_h^2 S_{ij}(fg) h \right)^2 \left( \sum_{h \in \mathcal{M}(u)} W_h^2 S_{i'j'}(f'g') h \right) + P_{ij}(u) P_{i'j'}(u) \sum_{h \in \mathcal{M}(u)} W_h^2 S_{ij}(fg) h \]
\[
+ P_{ij}(u) P_{i'j'}(u) \sum_{h \in \mathcal{M}(u)} W_h^2 S_{i'j'}(f'g') h \tag{A.12}
\]
for $u=1$, with the expression for $u=2$ obtained by interchanging $(fg)$ and $(f'g')$. The other terms of (A.6) are obtained as follows:
\[
\text{cov} \left( \hat{P}_{ij}(u), \hat{P}_{ij}(v) \right) = 0 \quad \text{for } u \neq v. \tag{A.13}
\]
\[
\text{cov} \left( \hat{P}_{ij}(1), \hat{P}_{ij}(1), \hat{P}_{ij}(2), \hat{P}_{ij}(2) \right) = P_{ij}(v_1) P_{i'j'}(v_2) \sum_{h \in \mathcal{M}(1)} W_h^2 S_{ij}(fg) h \quad \text{for } (v_1, v_2) \neq (1, 1). \tag{A.14}
\]
\[
\text{cov} \left( \hat{P}_{ij}(2), \hat{P}_{ij}(2) \right) = P_{ij}(v_1) P_{i'j'}(v_2) \sum_{h \in \mathcal{M}(2)} W_h^2 S_{ij}(fg) h \quad \text{for } (v_1, v_2) \neq (2, 2). \tag{A.15}
\]
\[
\text{cov} \left( \hat{P}_{ij}(u), \hat{P}_{i'j'}(v), \hat{P}_{ij}(v) \right) = P_{ij}(v_1) P_{i'j'}(v_2) \sum_{h \in \mathcal{M}(1)} W_h^2 S_{ij}(fg) h \quad \text{for } (v_1, v_2) \neq (1, 1). \tag{A.16}
\]
\[
\text{cov} \left( \hat{P}_{ij}(u), \hat{P}_{i'j'}(v), \hat{P}_{ij}(v) \right) = P_{ij}(v_1) P_{i'j'}(v_2) \sum_{h \in \mathcal{M}(2)} W_h^2 S_{ij}(fg) h \quad \text{for } (v_1, v_2) \neq (2, 2). \tag{A.17}
\]
Substituting (A.12)-(A.17) in (A.6), we obtain
\[
\text{cov}(\hat{P}^{(k)}_{ij}, \hat{P}^{(l)}_{ij}) = \left( \sum_{h \in M_{k,l}} W_h^2 S_{(ij)}(f_{ij}) \right) \left( \sum_{h \in M_{k,l}} W_h^2 S_{(ij')}(f_{ij'}) \right) \]
\[
+ \left( \sum_{h \in M_{k,l}} W_h^2 S_{(ij')}(f_{ij'}) \right) \left( \sum_{h \in M_{k,l}} W_h^2 S_{(ij)}(f_{ij}) \right) \]
\[
+ P_{ij} P_{fg} \sum_{h \in M_{k,l}} W_h^2 S_{(ij)}(f_{ij}) \]
\[
+ P_{ij} P_{fg} \sum_{h \in M_{k,l}} W_h^2 S_{(ij)}(f_{ij}) \]
\[
+ P_{ij} P_{fg} \sum_{h \in M_{k,l}} W_h^2 S_{(ij)}(f_{ij}) \]
\[
= A - B + C. \tag{A.18}
\]

This is the result used in (3.5).

To prove (3.1), note that
\[
\text{cov}(X_{ij}, X_{ij'}) = \text{cov}\left[(\hat{P}^{(k)}_{ij} + \hat{P}^{(l)}_{ij}), (\hat{P}^{(k)}_{ij} - \hat{P}^{(l)}_{ij})\right]
\]
\[
= A - B + C,
\]

where
\[
A = \text{cov}(\hat{P}^{(k)}_{ij}, \hat{P}^{(l)}_{ij}) + \text{cov}(\hat{P}^{(k)}_{ij}, \hat{P}^{(l)}_{fg})
+ \text{cov}(\hat{P}^{(k)}_{ij}, \hat{P}^{(l)}_{fg}) + \text{cov}(\hat{P}^{(k)}_{ij}, \hat{P}^{(l)}_{fg})
\]
\[
B = \text{cov}(\hat{P}^{(k)}_{ij}, \hat{P}^{(l)}_{ij'}) + \text{cov}(\hat{P}^{(k)}_{ij}, \hat{P}^{(l)}_{ij'})
+ \text{cov}(\hat{P}^{(k)}_{ij}, \hat{P}^{(l)}_{ij'}) + \text{cov}(\hat{P}^{(k)}_{ij}, \hat{P}^{(l)}_{ij'})
+ \text{cov}(\hat{P}^{(k)}_{ij}, \hat{P}^{(l)}_{ij'}) + \text{cov}(\hat{P}^{(k)}_{ij}, \hat{P}^{(l)}_{ij'})
+ \text{cov}(\hat{P}^{(k)}_{ij}, \hat{P}^{(l)}_{ij'}) + \text{cov}(\hat{P}^{(k)}_{ij}, \hat{P}^{(l)}_{ij'})
\]
\[
C = \text{cov}(\hat{P}^{(k)}_{ij}, \hat{P}^{(l)}_{ij'}) + \text{cov}(\hat{P}^{(k)}_{ij}, \hat{P}^{(l)}_{ij'})
+ \text{cov}(\hat{P}^{(k)}_{ij}, \hat{P}^{(l)}_{ij'}) + \text{cov}(\hat{P}^{(k)}_{ij}, \hat{P}^{(l)}_{ij'})
\]
\[
+ \text{cov}(\hat{P}^{(k)}_{ij}, \hat{P}^{(l)}_{ij'}) + \text{cov}(\hat{P}^{(k)}_{ij}, \hat{P}^{(l)}_{ij'})
\]
\[
+ \text{cov}(\hat{P}^{(k)}_{ij}, \hat{P}^{(l)}_{ij'}) + \text{cov}(\hat{P}^{(k)}_{ij}, \hat{P}^{(l)}_{ij'})
\]
\[
= A - B + C. \tag{A.19}
\]

Using (A.10) and (A.11), we obtain
\[
A = 2 \sum_{h=1}^{L} W_h^2 S_{(ij)}(f_{ij}) \tag{A.20}
\]

A typical term of B is
\[
\text{cov}(\hat{P}^{(k)}_{ij}, \hat{P}^{(l)}_{ij}) = \sum_{i', j', f', g'} \text{cov}(\hat{P}^{(k)}_{i'j'}, \hat{P}^{(l)}_{ij}), \tag{A.21}
\]

and by summing over (A.18) we obtain
\[
\text{cov}(\hat{P}^{(k)}_{ij}, \hat{P}^{(l)}_{ij}) = P_{ij} \sum_{h=1}^{L} W_h^2 S_{(ij)}(f_{ij}) \tag{A.22}
\]

Evaluating the remaining terms of B similarly, we obtain
\[
B = 2 \sum_{h=1}^{L} W_h^2 [P_{ij} S_{(ij)}(f_{ij}) + P_{ij} S_{(ij)}(f_{ij})]
+ P_{ij} S_{(ij)}(f_{ij}) + P_{ij} S_{(ij)}(f_{ij}) \tag{A.23}
\]

A typical term of C is again obtained by summing over (A.18) as follows:
\[
\text{cov}(\hat{P}^{(k)}_{ij}, \hat{P}^{(l)}_{ij})
= \sum_{i', j', f', g'} \text{cov}(\hat{P}^{(k)}_{i'j'}, \hat{P}^{(l)}_{ij});
\]
\[
= \left( \sum_{h \in M_{k,l}} W_h^2 S_{(ij)}(f_{ij}) \right) \left( \sum_{h \in M_{k,l}} W_h^2 S_{(ij)}(f_{ij}) \right)
+ \left( \sum_{h \in M_{k,l}} W_h^2 S_{(ij)}(f_{ij}) \right) \left( \sum_{h \in M_{k,l}} W_h^2 S_{(ij)}(f_{ij}) \right)
+ \sum_{h \in M_{k,l}} W_h^2 S_{(ij)}(f_{ij}) \left( \sum_{h \in M_{k,l}} W_h^2 S_{(ij)}(f_{ij}) \right)
+ P_{ij} P_{fg} \sum_{h \in M_{k,l}} W_h^2 S_{(ij)}(f_{ij})
+ P_{ij} P_{fg} \sum_{h \in M_{k,l}} W_h^2 S_{(ij)}(f_{ij})
+ P_{ij} P_{fg} \sum_{h \in M_{k,l}} W_h^2 S_{(ij)}(f_{ij})
+ P_{ij} P_{fg} \sum_{h \in M_{k,l}} W_h^2 S_{(ij)}(f_{ij}) \tag{A.24}
\]
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Similarly,

$$\text{cov} (\tilde{F}_j^{(g)}, \tilde{F}_j^{(g)}) = \text{cov} (\tilde{F}_j^{(g)}, \tilde{F}_j^{(g)})$$

$$= \left( \sum_{h \in M_{k,l}} W_h^2 S_{(j)} (\cdot) \right) \left( \sum_{h \in M_{k,l}} W_h^2 S_{(i)} (\cdot) \right)$$

$$+ \left( \sum_{h \in M_{k,l}} W_h^2 S_{(j)} (\cdot) \right) \left( \sum_{h \in M_{k,l}} W_h^2 S_{(i)} (\cdot) \right)$$

$$+ P_j P_j \sum_{h \in M_{k,l}} W_h^2 S_{(j)} (\cdot)$$

$$+ P_j P_j \sum_{h \in M_{k,l}} W_h^2 S_{(i)} (\cdot)$$

$$+ P_j P_j \sum_{h \in M_{k,l}} W_h^2 S_{(i)} (\cdot)$$

$$+ P_j P_j \sum_{h \in M_{k,l}} W_h^2 S_{(j)} (\cdot) + P_j P_j \sum_{h \in M_{k,l}} W_h^2 S_{(j)} (\cdot)$$

(A.25)

Thus

$$C = 2 \left( \left( \sum_{h \in M_{k,l}} W_h^2 S_{(i)} (\cdot) \right) \left( \sum_{h \in M_{k,l}} W_h^2 S_{(j)} (\cdot) \right) \right)$$

$$+ \left( \sum_{h \in M_{k,l}} W_h^2 S_{(j)} (\cdot) \right) \left( \sum_{h \in M_{k,l}} W_h^2 S_{(i)} (\cdot) \right)$$

(A.26)

Substituting (A.20), (A.23), and (A.26) in (A.19), we obtain (3.1).
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