Tracking trends and analyzing new and reemerging

EME RGI N infectious disease issues around the world
INFECTIOUS DISEASES

A peer-reviewed journal published by the National Center for Infectious Diseases Vol. 3, No. 3, July-Sept 1997

Recombination in HIV
Host Genes and HIV
Vancomycin Resistance
Flea-borne Rickettsioses

Lyme Disease

Epidemic Typhus

& - Yy
‘a{& é U.S. DEPARTMENT OF HEALTH AND HUMAN SERVICES o el

Public Health Service AND PREVENTION



Contents

EMERGING INFECTIOUS DISEASES

Volume3 < Number 3

July-September 1997

Perspectives

Recombination in HIV: An Important Viral Evolutionary Strategy 253 D.S. Burke
Host Genes and HIV: The Role of the Chemokine Receptor Gene 261 J.M. McNicholl, D.K. Smith, S.H. Qari,
CCRS5 and Its Allele (A32 CCR5) and T. Hodge
Resistance, Remission, and Qualitative Differences in HIV Chemotherapy 273 D.E. Kirschner and G.F. Webb
Emerging Foodborne Diseases 285 S.F. Altekruse, M.L. Cohen, and D.L. Swerdlow
DDT, Global Strategies, and a Malaria Control Crisis in South America 295 D.R. Roberts, L.L. Laughlin, P. Hsheih, and L.J.
Legters
Emerging and Reemerging Helminthiases and the Public Health of China 303 P.J. Hotez, Feng Zheng, Xu Long-qi, Chen Ming-
gang, Xiao Shu-hua, Liu Shu-xian, D. Blair, D.P.
McManus, and G.M. Davis
Synopses
Vancomycin-Resistant Enterococci Outside the Health-Care Setting: Prevalence, 311 L.C. McDonald, M.J. Kuehnert,
Sources, and Public Health Implications F.C. Tenover, and W.R. Jarvis
Flea-borne Rickettsioses: Ecologic Considerations 319 A.F. Azad, S. Radulovic, J.A. Higgins, B.H.
Noden, and J.M. Troyer
Aedes albopictus in the United States: Ten-Year Presence and 329 C.G. Moore and C.J. Mitchell
Public Health Implications
Using a Mathematical Model to Evaluate the Efficacy of TB Control Measures 335 L. Gammaitoni and M.C. Nucci
Borna Disease Virus Infection in Animals and Humans 343 J.A. Richt, I. Pfeuffer, M. Christ,
K. Frese, K.Bechter, and S. Herzog
Dispatches
Deer Ticks (Ixodes scapularis) and the Agents of Lyme Disease and Human 353 T.J. Daniels, R.C. Falco, I. Schwartz,
Granulocytic Ehrlichiosis in a New York City Park S. Varde, and R.G. Robbins
Jail Fever (Epidemic Typhus) Outbreak in Burundi 357 D. Raoult, V. Roux, J.B. Ndihokubwayo, G. Bise,
D. Baudon, G. Martet, and R. Birtles
Hantavirus Transmission in the United States 361 R.M. Wells, J. Young, R.J. Williams, L.R.
Armstrong, K. Busico, A.S. Khan, T.G. Ksiazek,
P.E. Rollin, S.R. Zaki, S.T. Nichol, and
C.J. Peters
Population Dynamics of the Deer Mouse (Peromyscus maniculatus) and 367 T.B. Graham and B.B. Chomel
Sin Nombre Virus, California Channel Islands
Emerging Quinolone-Resistant Salmonella in the United States 371 H. Herikstad, P. Hayes, M. Mokhtar, M.L.
Fracaro, E.J. Threlfall, and F.J. Angulo
Multidrug-Resistant Enteroaggregative Escherichia coli Associated with 373 W.K. Sang, J.O. Oundo, J.K. Mwituria, P.G.
Persistent Diarrhea in Kenyan Children Waiyaki, M. Yoh, T. lida, and T. Honda
Molecular Epidemiologic Investigations of Mycoplasma gallisepticum Conjunctivitis 375 D.H. Ley, J.E. Berkhoff, and S. Levisohn
in Songbirds by Random Amplified Polymorphic DNA Analyses
Reevaluating the Molecular Taxonomy: Is Human-Associated Cyclospora a 381 N.J. Pieniazek and B.L. Herwaldt
Mammalian Eimeria Species?
Rapid Increase in the Prevalence of Metronidazole-Resistant Helicobacter pylori 385 E.J. van der Wouden, A.A. van Zwet, J.C. Thijs,
in the Netherlands G.D.C. Vosmaer, J.A.J. Oom, A. de Jong, and
J.H. Kleibeuker
An Increase in Hookworm Infection Temporally Associated With Ecologic Change 391 B. Lilley, P. Lammie, J. Dickerson, and
M. Eberhard
Using Laboratory-Based Surveillance Data for Prevention: An Algorithm for 395 L.C. Hutwagner, E.K. Maloney, N.H. Bean,
Detecting Salmonella Outbreaks L. Slutsker, and S.M. Martin
Commentaries
Host Genes and HIV Infection: Implications and Applications 401 R.A. Kaslow
Controversies in the Management of Cysticercosis 403 C. Evans, H.H. Garcia, R.H.Gilman,
and J.S. Friedland
Letters
Paratyphoid Fever due to Salmonella enterica Serotype Paratyphi A 407 A. Kapil, S. Sood, V.P. Reddaiah, B. Das,
and P. Seth
MHC and Infectious Diseases 407 V.S. Sloan
Reply to V.S. Sloan 408 N. Singh
Acute Epiglottitis due to Pasteurella multocida in an Adult without Animal Exposure 408 M. Glickman and R.S. Klein
Hemolytic Uremic Syndrome Surveillance to Monitor Trends in Infection with 409 B.E. Mahon, P.M. Griffin, P.S. Mead,
Escherichia coli 0157:H7 and Other Shiga Toxin-Producing E. coli and R.V. Tauxe
Book Review
Virus Hunter 413 N. Nathanson
News and Notes
Multidrug-Resistant Salmonella Typhimurium Definitive Type 104 414
Guidelines for the Prevention of Opportunistic Infections in HIV-Infected Persons 414
Erratum 414

Cover photo: Predicted structure and amino acid sequence of the mutant form of human CCR5. Modified and reprinted with permission from Nature

(Vol. 382:723), Copyright (1996), Macmillan Magazines Ltd and the authors.



EMERGING INFECTIOUS DISEASES
Emerging Infectious Diseases is indexed in Index Medicus/Medline, Current Contents,

Liaison Representatives

Anthony |. Adams, M.D.

Chief Medical Adviser

Commonwealth Department of Human
Services and Health

Canberra, Australia

David Brandling-Bennett, M.D.
Deputy Director

Pan American Health Organization
World Health Organization
Washington, D.C., USA

Gail Cassell, Ph.D.

Liaison to American Society for Microbiology
University of Alabama at Birmingham
Birmingham, Alabama, USA

Thomas M. Gomez, D.V.M., M.S.

Staff Epidemiologist

U.S. Department of Agriculture Animal and
Plant Health Inspection Service

Riverdale, Maryland, USA

Richard A. Goodman, M.D., M.P.H.

Editor, MMWR

Centers for Disease Control and Prevention
Atlanta, Georgia, USA

Joseph Losos, M.D.

Director General

Laboratory Center for Disease Control
Ontario, Canada

Gerald L. Mandell, M.D.

Liaison to Infectious Diseases Society of
America

University of Virginia Medical Center

Charlottesville, Virginia, USA

William J. Martone, M.D.

Senior Executive Director

National Foundation for Infectious Diseases
Bethesda, Maryland, USA

Phillip P. Mortimer, M.D.

Director, Virus Reference Division
Central Public Health Laboratory
London, United Kingdom

Robert Shope, M.D.

Professor of Research

University of Texas Medical Branch
Galveston, Texas, USA

Natalya B. Sipachova, M.D., Ph.D.

Scientific Editor

Russian Republic Information and
Analytic Centre

Moscow, Russia

Bonnie Smoak, M.D.

U.S. Army Medical Research Unit—Kenya
Unit 64109

Box 401

APO AE 09831-4109

Robert Swanepoel, B.V.Sc., Ph.D.
Head, Special Pathogens Unit
National Institute for Virology
Sandringham 2131, South Africa

Roberto Tapia-Conyer, M.D.
Direccion General de Epidemiologia
Secretaria de Salud

México

Editors

Editor

Joseph E. McDade, Ph.D.

National Center for Infectious Diseases
Centers for Disease Control and Prevention
Atlanta, Georgia, USA

Perspectives Editor

Stephen S. Morse, Ph.D.

Columbia University School of Public Health
New York, New York, USA

Synopses Editor

Phillip J. Baker, Ph.D.

Division of Microbiology and Infectious
Diseases

National Institute of Allergy and Infectious
Diseases

National Institutes of Health

Bethesda, Maryland, USA

Dispatches Editor

Stephen Ostroff, M.D.

National Center for Infectious Diseases
Centers for Disease Control and Prevention
Atlanta, Georgia, USA

Managing Editor

Polyxeni Potter, M.A.

National Center for Infectious Diseases
Centers for Disease Control and Prevention
Atlanta, Georgia, USA

Editorial and Computer Support

Editing and Production
Beatrice T. Divine, M.B.A.
Teresa M. Hood, M.S.

Editorial Assistance
Maria T. Brito

P. Lynne Stockton, D.V.M.
Electronic Distribution

Carol Y. Crawford
Rachna Dube, Ph.D.

and several other electronic databases.

Electronic Access

If you have Internet access, you can retrieve
the journal electronically on the World-Wide Web
(WWW), through file transfer protocol (FTP), or
by electronic mail (e-mail). WWW and FTP:
Access the journal at http://www.cdc.gov/ncidod/
EID/eid.htm or from the CDC home page (http://
www.cdc.gov). You can also download it through
anonymous FTP at ftp.cdc.gov. The files can be
found in the directory pub/publications/eid.
LISTSERVer (e-mail lists): To have the table of
contents automatically sent to your e-mail
box,subscribe to the EID-TOC mailing list. You
can then obtain individual articles on WWW or
through FTP, or you can request copies by e-
mail. To receive the entire journal, subscribe to
the EID-ASCII mailing list To subscribe to a list,
send an e-mail to listserv@cdc.gov with the
following in the body of your message: subscribe
listname (e.g., subscribe EID-TOC).

Emerging Infectious Diseases

Emerging Infectious Diseases is published
four times a year by the National Center for
Infectious Diseases, Centers for Disease
Control and Prevention (CDC), 1600 Clifton
Road, Mailstop C-12, Atllanta, GA 30333, USA.
Telephone 404-639-3967, fax 404-639-3075,
e-mail eideditor@cdc.gov.

The opinions expressed by authors
contributing to this journal do not necessarily
reflect the opinions of CDC or the institutions
with which the authors are affiliated.

All material published in Emerging Infec-
tious Diseases is in the public domain and may
be used and reprinted without special permis-
sion; proper citation, however, is appreciated.

Use of trade names is for identification only
and does not imply endorsement by the Public
Health Service or by the U.S. Department of
Health and Human Services.

Emerging Infectious Diseases is printed on acid
free paper that meets the requirements of ANSI/

NISO 239.48-1992 (Permanence of Paper).

EMERGING izt
INFECTIOUS DISEASES

& e foum! published by the Modassl Cester for lnlasion Dhene

The journal is distributed electronically and in hard copy and is available at no charge .

|:| YES, | would like to receive Emerging Infectious Diseases.

Please print your name and
address in this box and return by
fax to 404-639-3075 or mail to
MS C12, CDC, Atlanta, GA
30333




Perspectives

Recombination in HIV: An Important
Viral Evolutionary Strategy

Donald S. Burke
Walter Reed Army Institute of Research, Rockville, Maryland, USA

Human immunodeficiency virus (HIV) is a diploid virus: each virion carries two
complete RNA genomic strands. Homologous recombination can occur when a cell is
coinfected with two different but related strains. Naturally occurring recombinant HIV
strains have been found in infected patients in regions of the world where multiple
genotypic variants cocirculate. One recombinant HIV strain has spread rapidly to
millions of persons in Southeast Asia. Recombination is a mechanism whereby high
level and multidrug-resistant strains may be generated in individual treated patients.
Recombination also poses theoretical problems for the development of a safe HIV
vaccine. Certain features of HIV replication, such as syncytium formation and
transactivation, may be best understood as components of a sexual reproductive cycle.
Recombination may be an important HIV evolutionary strategy.

Human immunodeficiency virus (HIV)-1, like
all retroviruses, is “diploid.” Each viral particle
contains two RNA strands of positive polarity,
each full length and potentially able to replicate
(1). No other virus families, RNA or DNA, are
diploid. Typically both RNA strands in a retro-
viral particle derive from the same parent
provirus. However, if an infected cell simul-
taneously harbors two different proviruses, one
RNA transcript from each provirus can be encap-
sidated into a single “heterozygous” virion. When
this virion subsequently infects a new cell, the
reverse transcriptase may jump back and forth
between the two RNA templates so that the
newly synthesized retroviral DNA sequence is
recombinant between that of the two parents (2).
All subsequent progeny virions will be of this
recombinant genotype. HIV-1strainswith chimeric
genomes thought to have arisen through
homologous recombination have recently been
discovered in nature (3).

Temin observed that the replication strategy
of HIV-1 suggests a form of primitive sexual
reproduction (4), which is apparently genderless
but sexual in that 1) two parental gametes must
fuse into a single progeny, 2) the genetic
information of the parental strains is recombined,
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and 3) subsequent offspring carry genetic
information from both parents.

Theoretical Advantages and
Disadvantages of Recombination

The replication error rate for HIV is such that
each newly synthesized HIV genome carries on
average approximately one mutation (5). This high
mutation rate, common to most RNA viruses,
permits rapid exploration of nucleotide sequence
space (the universe of all possible RNA sequences)
(6). Only certain regions of sequence space encode
replication-competent viruses; these regions can
be conceptualized as “peaks” on a “fitness land-
scape” of sequence space. Although a high mutation
rate can lead to rapid evolution, too high a muta-
tion rate carries the danger that the encoded
information may degenerate into gibberish. For an
organism with a very high mutation rate, an
efficient recombination mechanism provides at
least two significant theoretical advantages.

Escape from Muller's Ratchet
(Within a Fitness Peak)

For any organism with a genome sequence
exactly on a peak on the fitness landscape, every
new mutation is by definition not beneficial.
Furthermore, unfavorable mutations accumulate
more rapidly than restorative back-mutations.
Muller showed that in the absence of recom-
bination, the net effect is an inexorable stepwise
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“ratcheting down” in fitness of the entire
population, where each step in the “ratchet”
represents loss of the previously most highly fit
genomic sequence. Genetic recombination can
readily bring about regeneration of perfectly fit
organisms from less than perfectly fit parents (7).

Evolutionary Broad Jumping
(Between Fitness Peaks)

On rugged fitness landscapes—regions of
sequence space where as few as one or two
mutations can be lethal—an organism may be
trapped on a fitness peak because locations in
sequence space near the peak may all be non-
viable. In such circumstances, step-by-step muta-
tion is not an option for exploration of sequence
space. Recombination between two such highly
niched organisms can generate progeny that may
fortuitously “land” on unexplored fitness peaks at
positions in sequence space between those of the
parents. Kaufman has dubbed this process
“evolutionary broad jumping” (8).

For conventional plus-stranded RNA viruses,
replication occurs in the cytoplasm. A plus RNA
strand growing on a negative strand template
can transiently hybridize with other template
(negative) strands to form a replication complex,
thereby confusing the polymerase into a “copy
choice” that can lead to template switching (9). In
contrast, transcription of a retroviral genomic
plus strand is restricted to a fixed location in the
nucleus where the negative strand template is
integrated into the host chromosomal DNA.
Unable to utilize the conventional “replication
complex” mechanism for recombination during
forward transcription, retroviruses may have
evolved an alternative mechanism to bring two
strands together within a single virion to permit
recombination during reverse transcription.

As for all organisms that reproduce sexually,
the cost is high: half the genetic information in
each generation is wasted. Furthermore, the
efficiency of retroviral recombination is unclear.
Many “matings” occur between sibling strands
derived from the same provirus, which may be
identical or differ at only one or two nucleotides.
At the other extreme, coinfection of a single cell
by two very different lentiviruses may not give
rise to any heterozygous virions, and even if
copackaging does occur, the degree of sequence
identity may be insufficient to permit homo-
logous recombination (10).

Emerging Infectious Diseases

Evidence of HIV Recombination in Nature

In the research laboratory, recombination is
widely considered a dominant feature of retro-
viral genetics. When cell cultures are coinfected
with retroviruses that contain genetic markers at
specific sites on their genomes, recombinant
progeny arise frequently, and markers as close as
1,000 nucleotides segregate “as if unlinked” (1).

The possibility that HIV-1 strains might
recombine in nature was proposed early in the
epidemic (11). However, the first compelling evi-
dence for lentivirus recombination in nature was
the discovery that isolates from sabeus monkeys
in western Africa were chimeras between the
simian immunodeficiency virus (SIV) of African
green monkeys and the SIV of sooty mangabeys
(12). The sabeus monkey SI1V was shown to be a
recombinant resulting from at least two inter-
strand crossovers between genomes of the green
monkey and mangabey viruses.

Most HIV-1 strains from around the world
can be placed into one of nine nucleotide
sequence-defined clades; these clades have been
given the letter designations A through I.
However, more than a dozen HIV-1 strains iso-
lated from patients have now been shown to have
chimeric genomes in that their gag and env
genomic regions cluster with different clades
(13). Interclade recombination is relatively easy
to demonstrate because strains from different
clades typically differ substantially in their
nucleotide sequence identities. For example, the
env gene sequences of HIV-1 strains of different
clades may differ by 20% or more (14). As might
be expected, interclade HIV-1 recombinants have
most often been detected in geographic regions
where two or more clades are prevalent (14). For
example, A clade and D clade viruses cocirculate
in East Africa, and several A/D recombinant
viruses have been detected in this region. In
western equatorial Africa, multiple HIV-1 clades
(A, C, D, E, F, G, and H) as well as the outlier
“group O” HIV-1 strains are known to cocirculate,
and preliminary studies suggest that recombinant
forms are quite common in this region. Most are
recombinants between the A clade, which is
predominant, and another clade. The rapidly
spreading HIV-1 strain in Southeast Asia is one
such recombinant, of A with E (15). This strain
consists of A clade gag and pol genes, but the env
gene is chimeric: the surface gpl120 envelope
protein and external domain of transmembrane
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gp41 envelope protein are contributed by the E
clade, while the cytoplasmic domain of gp41 is
again A genotype. In effect, this epidemic strain
is a pseudotyped A virus that carries an E
envelope. A wide variety of genetically similar
recombinant E/A strains have been found in
equatorial Africa, so it is likely that the recom-
binant event occurred there and a subclone was
introduced into Southeast Asia by an infected
traveler. B/F recombinants have been found in
Brazil, where both parental clades are found (16).

Intraclade recombinants are much more
difficult to detect and demonstrate convincingly
because of the genetic similarity of the parental
strains. Clones of B clade viruses from the blood
of a patient with acute retroviral syndrome who
had had multiple sex partners were found to
belong to three distinct clade B env variants (17).
Some of the clones appeared to be probable
recombinants. Strains from an infant who had
been transfused with blood from two HIV-
infected donors in 1984 were found to include
probable B intraclade recombinants (18).

Studies of specimens from an A/C-infected
spousal pair in Zambia have shown that a variety
of recombinants can be present in one small
epidemiologic cluster at different times, sug-
gesting that recombination may be continuous
and ongoing in vivo in patients who are coinfected
with two or more distinct strains (19).

Mechanisms of Retroviral Recombination

The exact mechanism by which two retroviral
RNA genome strands are copackaged into a single
virion—"mating”—is only partially understood.
A key step is thought to be the dimerization of the
two strands near their 5' genome termini (20),
which in turn permits interaction of the RNA
packaging signals with gag proteins.

Two genomes per virion is a necessary but not
sufficient condition for retroviral recombination:
the reverse transcriptase must also readily
switch strands (21). Low processivity (loose
adherence to the template RNA) is an inherent
property of retroviral reverse transcriptases. In
the normal retroviral replication cycle, the
reverse transcriptase and approximately 1,000
bp of the nascent DNA minus strand jump from
the plus RNA strand 5' repeat region to the
identical repeat region at the 3' end of the
genome. Presumably the low processivity
required to permit this jump from one end of the
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genome to the other
interstrand switching (4).

Preferred sites for HIV recombination, if any,
remain uncertain. If recombination “hot spots”
are found, they may be dictated by RNA secon-
dary structures that retard polymerase
movement, as with other viruses. Alternatively,
physical sites of recombination may be essentially
randomly distributed along the genome, and
apparent recombination hot spots might simply
reflect selection for viability.

also permits ready

HIV as a Primitive Sexual Organism

Once the replication of HIV is viewed as
that of a primitive sexual organism (diploid
with mating), it is instructive to reexamine the
biology of HIV for other features that might
facilitate a sexual life style.

Syncytium Induction

Some HIV strains induce formation of
multinucleated syncytia in cell cultures in vitro;
this property has been associated with clinical
virulence (22). Syncytia formation might facilitate
multiple infection of a single cell by fusing two or
more infected cells into one. Syncytium-inducing
strains may be more virulent not because syn-
cytium induction per se leads directly to
immunopathogenesis, but because this property
permits more efficient generation of rapidly
growing variants through recombination and
selection. Syncytia induction might, therefore,
represent a mechanism to optimize the spatial
interactions between strains: a mating ground.

tat/tar Transactivation

Integrated HIV provirus remains trans-
criptionally inactive unless the LTR promoter
region is activated by cellular activation factors.
HIV transcription can also be autocatalytically
increased by binding of the HIV tat protein to the
tar region of the LTR. If two different proviruses
are present in the same cell, transactivation
through tat produced by either provirus could
lead to synchronization of replication of both pro-
viruses. There is also evidence that tat can be
released from infected cells and be taken up into
and transactivate tar sequences in other infected
nearby cells (23). The tat/tar interaction might be
thought of as a pheromone, or a specific mate
recognition system that optimizes the temporal
interactions between strains.
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The Lentivirus Gene Pool and Origins of
Contemporary HIV Clades

At least 17 HIV clades have now been
reported in humans: nine HIV-1 clades in the
major grouping (A through I), three HIV-1 group
O group “outlier” clades, and five HIV-2 clades.
An additional three lentiviruses are known in
nonhuman primate species (African green
monkeys, mandrils, and Syke’s monkeys). Thus
the potential gene pool for primate lentivirus
recombination is on the order of 20, e.g., 20 gag
genes and 20 pol genes. The current HIV-1 clades
may have arisen in part through past recom-
bination between some of these genes.

Rates of transspecies infections with lenti-
viruses have not been measured. SIV has infected
persons handling SIV-infected monkeys or virus
cultures in the United States (24). Furthermore,
phylogenetic data suggest that the human HIV-2
virus is almost certainly derived from SIV of
sooty mangabeys in West Africa. Nucleotide
sequence data suggest multiple sooty mangabey-
to-human transspecies transmissions (25).

Viable recombinants between SIV and HIV
(“SHIV” strains) have been genetically engineered
in research laboratories for use in animal
modeling experiments (26). No naturally occurring
HIV-1/HIV-2 recombinants have been detected in
human populations, but efforts to detect such
strains have been very limited. Although SIV
strains can productively infect humans and,
therefore, might recombine with HIV-1, the
lentiviruses of cats, horses, cows, and sheep
have not productively infected humans and are
unlikely to contribute to the pool of human
lentivirus genetic elements.

Barriers to HIV Recombination

Not all the theoretically possible combinations
between HIV-1, HIV-2, and SIVs may give rise to
recombinants in nature because of epidemiologic
and biologic barriers.

Segregation by Host Species

The frequency of transmission of viruses
between primate species is not known. Intense
surveillance for pox virus infections in equatorial
Africa during the final decade of the smallpox
eradication effort detected only 400 human mon-
keypox cases (27). Worldwide surveillance for
herpes B virus infection, a common infection in
nonhuman primates that is uniformly fatal in
humans, has identified only 40 cases.

Emerging Infectious Diseases

Segregation by Geography

Although there are now perhaps 20 million
HIV-infected persons worldwide, few (except in
equatorial Africa) are likely to encounter part-
ners infected with another clade. This is because,
except in equatorial Africa, the HIV epidemic is
genetically relatively homogeneous: B clade
viruses predominate in Europe and North and
South America, C clade viruses predominate in
southern Africa and India, and E clade viruses
predominate in Southeast Asia (28,29).

The current geographic distribution of clades
and recombinants may not remain static. B clade
and F clade mixing has begun in South America,
and B/F recombinants have been detected. B
clade and C clade mixing is occurring in South
Africa, and E/A clade and C clade mixing is occur-
ring in Asia, but new interclade recombinants
have not yet been detected in these regions.

Requirement for Multiple Infections
in a Single Human

HIV-1 can superinfect persons who are
chronically infected with HIV-2, but there is
substantial heterotypic protection (30). Human
infections with two or more HIV-1 clades have
been recognized only rarely (31,32). While HIV-1-
infected chimpanzees can be superinfected with a
closely related strain under experimental condi-
tions (33), it is still unclear if chronically HIV-1-
infected humans are susceptible to superinfection
by another HIV-1 strain through natural trans-
mission. It may be that multiple infections with
HIV-1 can occur in humans only when exposure
to both viruses is near simultaneous.

Requirement for Dual Infection of a Single Cell
Different variant HIV-1 strains can concur-
rently infect single cells in cell cultures in vitro,
as can HIV-1 and HIV-2 (34). However, HIV
downregulates its CD4 cell surface receptor, and
dual infection of a single cell in vivo may require
simultaneous attachment and penetration.

Viral Structural Incompatibilities

The replication and synthesis of HIV virions
is a complex process with molecular interactions
at several levels: overlapping reading frames,
RNA/RNA secondary structures, protein/RNA
interactions, and intra- and intermolecular pro-
tein interactions. Recombination between two
highly replication competent parent viruses might
give rise to nothing but nonviable recombinant
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progeny because of incompatibilities in these
molecular interactions.

Consequences of Recombination
for Prevention and Treatment
of HIV Infections
The propensity of HIV strains to recombine has
serious implications for epidemic control efforts.

Epidemic Forecasting

If new strains—with new epidemiologic
properties—can arise through HIV recombination
as readily as new strains arise through reas-
sortment in influenza A, then the long-term
epidemiology of HIV may similarly be charac-
terized by epidemic shifts and drifts. The
emergence of the E/A recombinant clade in
Southeast Asia may have simply been a chance
event. However the fact that the E/A clade has
spread much more rapidly than the B clade in
this region raises concerns that some recom-
binants may emerge through natural selection
based on their transmission efficiency (35).

Antiviral Drug Resistance

Most HIV strains that are highly resistant to
zidovudine (AZT) or to other antiviral drugs have
multiple mutations, which act synergistically to
confer the resistant phenotype to that drug. In
vitro experiments in which single-mutant strains
are grown in the presence of AZT show strong
selection for recombinants bearing two or more
resistance mutations (36). Multidrug resistant
HIV-1 strains are likely to arise in patients treated
with multiple drugs through recombination of
variants that are resistant to single drugs (37).
For example, crossover recombinants between
strains singly resistant to a nucleoside analog
and a protease inhibitor would be generated
frequently in any cell coinfected with variants
resistant to only one of these antiviral drugs.

Paradoxically, mutations in the reverse
transcriptase that confer drug resistance might
also serve to limit recombination. Mutations that
confer AZT resistance increase the processivity
of HIV-1 reverse transcription in vitro, but
recombination rates of viruses bearing these
mutations have not yet been studied (38).

Vaccines

If new HIV strains are continually generated
in nature through recombination, matching vac-
cines with prevalent genotypes in a particular
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geographic region may prove difficult. This may
be less of a problem if small subunit vaccines are
effective but may be more serious if complex
vaccines constructed from antigens corresponding
to two or more HIV gene products are needed.
The need for a new influenza vaccine with each
shift in the dominant epidemic influenza strain
may be an instructive model. Another concern is
that HIV genetic information from a vaccine might
recombine with wild-type virus in vivo inan HIV-
infected patient who was vaccinated, giving rise
to new variants. Recombinant vaccinia strains
containing HIV genes have already been tested in
humans, and live attenuated and naked DNA
HIV vaccines are being considered (39). Although
inmost instancesitisunlikely that the new genetic
information from the vaccine could give rise to
more transmissible or more virulent strains, it is
nonetheless possible. A relevant example is a
recent epidemic in China, where gene sequences
from the live attenuated oral polio vaccine were
found to be stably recombined into the dominant
virulent wild-type virus (40).

Conclusion

Recombination may be an important fitness
search strategy in the ongoing evolution of HIV.
Many of the strains around the world appear to
have arisen through recombination, and it is
likely that recombination may be an important
mechanism by which HIV evades drug or immune
pressures. Future epidemiologic and clinical trials
should examine the role of recombination in HIV
evolution and adaptation, and computer models
that simulate HIV mutation and recombination
should be developed. The conceptual approach to
HIV replication as a primitive sexual reproductive
cycle might lead to new classes of interventions
that block HIV evolution and adaptation.
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Host Genes and HIV: The Role of the
Chemokine Receptor Gene CCR5 and
Its Allele ( A32 CCR5)

Janet M. McNicholl, Dawn K. Smith, Shoukat H. Qari,
and Thomas Hodge
Centers for Disease Control and Prevention, Atlanta, Georgia, USA

Since the late 1970s, 8.4 million people worldwide, including 1.7 million children,
have died of AIDS, and an estimated 22 million people are infected with human
immunodeficiency virus (HIV)(1). During 1995 and 1996, major clinical and laboratory
discoveries regarding HIV pathogenesis provided new hope for the prevention and
treatment of HIV infection. One major discovery was that members of the chemokine
receptor family serve as cofactors for HIV entry into cells. We describe the role of allelic
polymorphism in the gene coding for the CCR5 chemokine receptor with regard to
susceptibility to and disease course of HIV infection. We also examine the effect of this
discovery on medical and public health practices.

The HIV Epidemic: a Global Problem

The World Health Organization has estimated
that 22.6 million people are infected with human
immunodeficiency virus (HIV) as of mid-1996 (1).
The highest prevalence of HIV occurs in parts of
Asia and sub-Saharan Africa. In 1995, HIV-
associated illnesses caused the deaths of 1.3
million people, including 300,000 children under
5 years of age. No protective vaccine or cure is
available, and while prevention methods are
reducing incidence in some countries, HIV
disease is expected to increase. Earlier HIV infec-
tion diagnosis, inhibition of ongoing HIV replica-
tionwith antiretroviral therapy (in industrialized
countries), and prevention and treatment of
opportunistic infections and cancers delay the
onset of AIDS and increase the life expectancy
of HIV-infected persons.

An Overview of Host Genes and HIV
Infection

Since the early years of the HIV epidemic,
significant differences in the rate of disease
progression have been observed in longitudinally
followed HI1V-infected persons. The role of genes
of the human leukocyte antigen (HLA) system in
determining the course of disease has been

Address for correspondence: Janet McNicholl, Centers for
Disease Control and Prevention, MS A-25, 1600 Clifton Rd.
N.E., Atlanta, GA 30333 USA; fax: 404-639-2149; e-mail:
jkm7@cdc.gov.
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examined by using such measures as the CD4+ cell
count or the length of time between HIV infection
and AIDS (2-6). Several HLA genes or haplotypes
appear to influence disease progression, although
the effects are complex and may depend on
interactions with other host genes.

Studies of the effect of host genes on sus-
ceptibility to HIV infection were facilitated by the
identification of persons who were persistently
exposed to HIV but remained uninfected (7-12).
Before the discovery of the role of chemokine
receptor gene polymorphism in HIV infection,
only genes of the HLA system were thought to
protect against HIV infection. For example, cer-
tain distributions of HLA class | alleles were
observed in uninfected female commercial sex
workers in Africa (13,14) and Thailand (11), who
had been highly exposed to HIV; additional class
I and Il alleles that may be associated with
remaining uninfected have been identified (6).
Several mechanisms, some related to cytotoxic T-
cell function, have been suggested to explain
these findings (7,10,11,15).

Non-HLA genetic factors also influence sus-
ceptibility to HIV infection and the course of HIV
disease. In 1996 and 1997, studies confirmed the
protective role of homozygosity for a 32 base
pair (bp) deletion in the chemokine receptor
gene, CCR5 (A32 CCR5), against HIV infection
(9,12,16-19). Until recent reports of HIV infection
in three persons homozygous for the 32 bp CCR5

Emerging Infectious Diseases



Perspectives

deletion (20-22), no cases of HIV infection had
been reported in studies of more than 60 persons
homozygous for the CCR5 32 bp deletion. Pre-
sence of one copy of the deleted CCR5 gene also
influences the course of disease as the onset of
AIDS occurs later for some heterozygous per-
sons than for those homozygous for the wild
type CCR5 (12,17-19,23). The discovery of the
role of CCR5 alleles has prompted studies of
the possible role of many other host genes in
HIV infection (24-26).

What Are Chemokine Receptors?

Chemokine receptors are cell surface proteins
that bind small peptides called chemokines (27).
Chemokines can be classified into three groups
based on the number and location of conserved
cysteines: C, CC, and CXC. Chemokine receptors
are grouped into families on the basis of the
chemokine ligands they bind: CC, CXC, or both
(27; Table 1). Some receptors are promiscuous,

Table 1. Human chemokine receptors

while others are selective in terms of ligand
binding. The receptors are widely distributed on
hematopoietic and other cells, but the Duffy
antigen of erythrocytes (DARC) is the only
member expressed on cells of erythroid lineage.
Several human chemokine receptors have been
classified as such on the basis of similarity of
gene sequences and predicted protein structures,
but their ligands have not been identified
(orphan receptors). Among these is the recently
identified TER1 gene (28).

The characteristic feature of all chemokine
receptors is a serpentine 7 transmembrane-span-
ning domain structure, which is shared with
other receptors; e.g., the rhodopsin and the
thyrotrophin receptors (Figure 1). Extracellular
portions are involved in chemokine binding,
while intracellular portions are involved in cell
signaling. The effect of receptor-ligand interac-
tions is usually mediated through G-protein
coupled interactions; results in alterations in cell

Receptors

Predominant expression/

Chromo-

some GenBank

(Old names)? Ligands Tissue distribution Pathogens® location Acc. #
Cc-C CXC
chemokines chemokines
CC Receptors
CCR1 MIP-1q, R, monocytes, T cells 3p21 L10918
(CC CKR1) RANTES,
MCP-3
CCR2A MCP-1 T cells, basophils 3p21 u03882
(MCP-1Ra) monocytes,
CCR2B MCP-1, 3, 4 HIV-1 (NSI) U03905
(MCP-1Rb)
CCR3 Eotaxin, eosinophil, basophils, microglial HIV-1 3p21 U28694
(CKR3) RANTES, cells, and possibly monocytes; (NSI)
MCP-2,3,4 little expression in peripheral
blood T-lymphocytes or dendritic cells
CCR4 TARC basophils, T cells 3p24 X85740
CCR5¢ RANTES, monocytes, dendritic cells, HIV-1, 3p21 U57840
(CC CKRb) MIP-1a, B microglial cells, T cells (NSI) HIV2
CXC Receptors
CXCR1 IL-8 neutrophils, NK cells 2035 M68932
(IL-8 RA)
CXCR2 IL-8, MGSA, M73969
(IL-8 RB) gro-a,
NAP-2, IP-10,
ENA-78, Mig
CXCR3 IP-10, Mig activated T cells X95876
CXCR4 SDF-1 wide: CD4* and CD4- cells, HIV-1 (SI) 2921 M99293
(Fusin, LESTR, monocytes, macrophages, HIV-2
HUMSTR) dendritic cells, B cells; other

tissues, e.g., brain, lung, spleen
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function such as activation, motion, or migra-
tion, usually along a chemokine concentration
gradient; and varies depending on the chemokine
bound and the cell type (27).

Some chemokine receptors have a role in
infectious disease susceptibility or pathogenesis.
Several of the CC or CXC receptors are used by
HIV-1 or HIV-2 as entry cofactors (Table 1). DARC
serves as a cofactor for entry of Plasmodium
vivax into erythrocytes (29); and as is the case
with the 32bp-deleted CCR5 and HI1V, resistance
to P. vivax malaria is associated with lack of
DARC expression (29), probably due to polymor-
phism of the DARC gene promoter (30). Several
viruses (Epstein-Barr virus, cytomegalovirus,
and Herpes virus samiri) contain functional homo-
logues of human chemokine receptors, which
suggests that the viruses may use these receptors
to subvert the effects of host chemokines (27).
They may also serve as HIV entry cofactors for
human cells, as observed for HCMV-US28 (31).

Table 1. Human chemokine receptors (continued from p. 2)

Chemokine Receptors and HIV Infection

The first clue that chemokine-related events
were important in HIV pathogenesis came from
work in R. Gallo’s laboratory, which showed that
high levels of chemokines could inhibit HIV
replication in vitro (32). Then a cohort of highly
exposed, HIV-negative men had high circulating
levels of several chemokines, such as RANTES,
MIP-1a, and MIP-1 (8). These data led to the
hypothesis that chemokines might prevent HIV
infection by binding to the elusive HIV entry
cofactor. Since the discovery of CD4 in the 1980s
as an HIV receptor, it had become apparent that
other factors were required for HIV to enter cells.
For example, mouse cells expressing CD4 could
not be infected with HIV (33). Using a novel
cloning strategy, E. Berger and colleagues first
demonstrated in May 1996 that CXCR4, a
chemokine receptor for which no ligand had yet
been determined, was an entry cofactor for T-cell
tropic or syncytium-inducing (SI1) viruses (34).

Chromo-
Receptors Predominant expression/ some GenBank
(Old names)? Ligands Tissue distribution Pathogens® location Acc. #
Cc-C CXC
chemokines chemokines
CC/CXC Receptor
DARC RANTES, IL-8, MGSA, endothelial cells, Plasmo- 1 U01839
(Duffy antigen) MCP-1, gro-a etc. erythrocytes dium vivax
TARC etc.

Others¢

STRL33 ND ND lymphoid tissues and HIV-1 3 U73529
activated T cells

HCMV-US28 MIP-1a, R, fibroblasts infected with CMV HIV-1 N/A X17403

RANTES

ChemR1 ND ND T lymphocytes, 3p21-24 Y08456
polymorphonuclear cells

CMKBRL1 ND ND neutrophils, monocytes, brain, 3p21 U28934
liver, lung, skeletal muscles

TER1 ND ND thymus, spleen 3p21 U62556

V28 ND ND Neural and lymphoid tissue 3p21 U20350

D2S201E ND ND wide, including cells 2921 M99293
of hemopoietic origin

BLR1 ND ND B lymphocytes X68149

EBI1 ND ND B lymphocytes L08176

GPR1,2,5 ND ND ND L36149

2 New nomenclature for CC and CXC chemokine receptors was adopted at the Gordon Research Conference on Chemotactic
Cytokines, June 23-28, 1996. PPathogens using this receptor for infection. ¢ The 32bp deleted allele of CCRS5 has been referred to
as CCR5-2 (19). 9Chemokine receptor-like genes whose predicted proteins have 7 transmembrane domains.

Abbreviations: BLR1, Burkitt's lymphoma receptor-1; CMKBRL1, Chemokine B receptor like-1; DARC, duffy antigen/receptor for
chemokines; EBI1, Epstein-Barr virus-induced receptor; ENA78, epithelial-derived neutrophil-activating peptide-78; GPR, G
protein coupled receptor; gro, growth related gene product; HCMV, human cytomegalovirus; HUMSTR, human serum
transmembrane segment receptor; IL, interleukin; IP-10, interferon-gamma inducible 10kD protein; LESTR, leukocyte-expressed
seven-transmembrane-domain receptor; MCP, monocyte chemotactic protein; Mig, monokine induced by interferon gamma; MIP,
macrophage inflammatory protein; NSI, non-syncytium inducing; N/A, not applicable; NAP-2, neutrophil-activating protein-2; ND,
not determined; RANTES, regulated on activation, normal T cell expressed and secreted; SDF-1, stromal cell-derived factor-1;
STRL33, seven transmembrane-domain receptor from lymphocyte clone 33;TARC, thymus and activation regulated chemokine.
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Figure 1. Predicted structure and amino acid sequence of
CCR5. The typical serpentine structure is depicted with
three extracellular (top) and three intracellular (bottom)
loops and seven transmembrane (TM) domains. The
shaded horizontal band represents the cell membrane.
Amino acids are listed with a single letter code. Residues
that are identical to those of CCR2b are indicated by dark
shading, and highly conservative substitutions are
indicated by light shading. Extracellular cysteine
residues are indicated by bars, and the single N-linked
glycosylation consensus site is indicated by an asterisk.
Reprinted and modified with permission from the
authors and Cell (39). Copyright (1996) Cell Press.

Shortly before this, Samson et al. had cloned
CCRS5 (then known as CC-CKR5) and shown that
its ligands included RANTES, MIP-1a, and MIP-
1R (35). These data encouraged several groups to
examine the role of CCR5 in HIV entry, and within
weeks of the CXCR4 publication, five additional
publications reported CCR5 and CCR3 as HIV
entry cofactors for macrophage-tropic or non-
syncytium-inducing (NSI) viruses (33,36-39) and
CCR3 and CCR2b as entry factors for dual tropic
HIVs (38,39). Recent studies of brain-derived
microglial cells have shown that CCR5 and CCR3
permit entry of HIV into these cells (40).

The tropism of HIV strains appears to be
determined in part by the way they use chemo-
kine receptors (Table 1, Figure 2). In peripheral
blood, although both T cells and monocytes
express CXCR4 and CCR5 (41), HIV strains that
use CXCR4 tend to infect predominantly T cells,
while strains that use CCR5 infect T cells and
monocytes. This tropism correlates with the
ability of the virus to induce syncytia in T-cell
lines. Sl viruses (often present late in the course
of HIV infection), tend to be CXCRA4 tropic, while

Emerging Infectious Diseases

NSI viruses (which appear to be the viruses
transmitted in vivo) tend to be CCR5 tropic
(33,34,36-39). However, some primary Sl viruses
can use either CXCR4 or CCR5 (42), and some
may use both coreceptors, as well as CCR2b or
CCR3 (39). When classified based on chemokine
receptor use, HIV types are independent of their
genetic relatedness (43).

The exact mechanism by which HIV inter-
acts with CXCR4 or CCR5 and by which this
interaction, together with CD4 binding, leads to
virus entry has not been clearly defined (44). It
appears to involve the interactions of the V3 loop
and other parts of the outer envelope protein
gp120 (45-47) with extracellular domains of CCR5
or CCR2b (48,49) and may involve multistep

Cell with 32 bp deleted CCR5

cpa Y T tropic HIV
CXCR4 £ ron
CoRs g &} Mtropic HIV

Figure 2. Chemokine receptors and cell tropism of HIV.
Three cell types are illustrated, an in vitro passaged T-
cell line (TI), a monocyte/macrophage (M), and a
circulating T-cell (T). T-cell lines express CXCR4 but
not CCR5; macrophages and circulating peripheral
blood T-cells express both receptors, although the
amounts of CXCR4 are lower on macrophages (as
indicated by the small CXCR4 symbol). M-tropic HIV,
because of certain envelope amino acid sequences,
binds to CCR5 and can enter both macrophages and
circulating T cells. T-tropic HIV preferentially binds
CXCR4 and enters T cells or T-cell lines. After binding
to the chemokine receptor and to CD4, the viruses enter
by fusion with the cell membrane. Cells with the 32bp
deleted form of CCR5 do not express cell surface CCRS5,
and, although M-tropic HIV can bind CD4, it cannot
enter the cell. If the cells express CXCR4, they can still
be infected with T-tropic viruses (not shown). Note that
this figure does not depict the actual size relationships
of the proteins, cells, or viruses.
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interactions with CD4, the chemokine receptor,
and other cell surface components (50). Chemo-
kines may inhibit HIV entry through receptor
blockade, desensitization, sequestration, or interna-
lization; through alterations in receptor affinity;
or by inhibiting postbinding steps (51), such as
phosphorylation, through G-coupled mechanisms.

Chemokine Receptor Gene Polymorphism
and Susceptibility to HIV Infection

In 1995 and 1996, researchers at the Aaron
Diamond AIDS Research Center began studies of
highly HIV-exposed seronegative men whose
cells produced high levels of chemokines in vitro
(8,52). Cells from several of these men were not
infectable with primary or NSI type viruses, but
were infectable with Sl viruses (52). These data
suggested some protective mechanism related to
the CCR5 rather than to the CXCR4 receptor
because of the chemokine ligand profile of the
CCRS5 receptor (Table 1) and stimulated studies
that led to the cloning and restriction digestion of
CCRS5 in these persons (52). The novel deletion of
32bp in CCRS5 reported by Liu et al. (9) in August
1996, to be present in three of the 15 HIV-exposed
but seronegative men was also independently
reported in September by Samson et al. (16) and
Dean et al. (17; Table 2). In these studies, the
distribution of homozygosity and heterozygosity
of the deleted allele, in small and large cross-
sectional or prospective studies of HIV-unexposed,
-exposed, or -infected persons (mainly European
or North American Caucasians) strongly sup-
ported the protective effect of the deletion. Since
these initial observations, several studies of
other populations have reported the same
finding: an enrichment of the homozygous A32/
A32 CCR5 genotype in highly HIV-exposed per-
sons who remain uninfected (12,18,19; Table 2).
In persons with well-documented HIV exposure,
the prevalence of homozygosity for the A32/A32
CCRS5 genotype increases with increasing HIV
exposure (12), the wild type and A32 CCR5 alleles
(referred to by some as CCR5-1 and CCR5-2 [19])
can be easily detected by polymerase chain
reaction (PCR) techniques, with or without enzy-
matic digestion (9,12,16,17), or more recently, by
heteroduplex studies (19). An example of the
results of a PCR followed by restriction digestion
isgiven in Figure 3. Persons who are homozygous
for the wild type CCR5 (W) or the allele with the
32 bp deletion (A32) or heterozygous for both
alleles can be easily distinguished because the
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deleted fragment reduces the size of the
amplified product (Figure 3).

WIW W/A32 A32/A32 Band
Size

— — 182 bp
— — 150 bp

Figure 3. Differentiation of CCR5 genotypes by gel

electrophoresis. Band patterns of persons with
homozygous wild type (W/W), homozygous 32 bp deletion
(A32/A32) or heterozygous W/A32 CCR5 genotypes are
shown. PCR amplification of the C-terminal of the CCR5
gene, subsequent digestion with the EcoRI restriction
enzyme, and agarose gel electrophoresis of the digested
DNA yield a 182 bp band for the wild type CCR5 gene, a
150 bp band for the 32 allele, and both bands in the case
of a heterozygous person.

The 32 bp deletion occurs at a site of a repeat
motif in the CCR5 gene (16; Figure 4) and results
in a frame shift in the coding sequence that pro-
duces a defective CCR5, which is not expressed
on the surface of cells (Figures 2 and 5). The dele-
tion results in the loss of three of the seven trans-
membrane domains, two of the three outer loops,
and the intracellular signaling domain (Figure 5).

Does the CCR5 32 Bp Deletion Provide
Absolute Protection Against HIV
Infection?

The genetic link to remaining HIV-negative
in spite of continued HIV exposure was the
subject of much discussion during the summer
and fall of 1996. Was the protection absolute?
Who should be tested for the gene? Would
persons told they were homozygous for the dele-
tionengage in high-risk behavior more frequently?
Although at that point no one homozygous for the
deletion had been found HIV-positive, the fact
that CXCR4 gene and several other chemokine
receptors could mediate HIV entry suggested
caution in assuming that persons with the CCR5
A32/A32 genotype would be absolutely resistant
to HIV infection. Since then, three HIV-
infected persons with this genotype have been
reported (20-22; Table 2); for one, the mode of
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Table 2. Population studies of CCR5 genotypes

HIV 3CCRS5 Genotypes A32 allele
Author Population Ethnicity Status No. % (No.) freq. (%)
WIW W/ A32 A32/A 32
Liu et al. (9) High-risk, USA Caucasian Neg 15 80.0(12) 0 (0) 20.0 (3) 0.200
General, USA Caucasian Neg 122 80.3 (98) 19.7 (24) 0(0) 0.098
General, S. Amer. Venezuelan Neg 46 100 (46) 0 (0) 0 (0) 0
Samson General, Europe Caucasian Neg 704 82.7(582) 16.2(114) 1.1(8) 0.092
et al. (16) General, Asia Japanese Neg 248 100 (248) 0(0) 0 (0) 0
General, Africa Ctrl/W. African Neg 124 100 (124) 0(0) 0(0) 0
AIDS clinics, Paris Caucasian Pos 723 89.2(645) 10.8(78) 0 (0) 0.054
Dean High-risk, USA Mixed Neg 883 81.9(724) 15.6 (138) 2.4(21) 0.10
etal.’(17) High-risk, USA Mixed Pos 1883 85.9 (1618) 14.0 (264) 0.0005(1) 0.071
High-risk, USA African-Amer. Mixed 620 96.6 (599) 3.4 (21) 0(0) .017
High-risk, USA Caucasian Mixed 1250 0.115
Low-risk, USA Caucasian Mixed 143 0.080
Huang High-risk, USA Caucasian Pos 461 79.8(368) 20.2(93) 0(0) 0.101
et al.(12) High-risk, USA Caucasian Neg 446 78.0 (348) 16.7(82) 3.6 0.128
Blood donors, USA  Caucasian, 95% Neg 637 85.2 13.3 1.4 0.08
General, Black Mixed 137 100 0 (0) 0 (0) 0
Africa/Haiti
General, Asia China/Thai/ Mixed 191 100 0 (0) 0 (0) 0
other
Michael High-risk, USA Mixed Pos 406 87.5(348) 14.3(58) 0(0) 0.071
et al.(18) High-risk, USA Mixed Neg 21 71415 9.5 (2 19.1 4) 0.238
Intermed.-risk, USA Mixed Neg 240 78.3(188) 20.4 (49 1.3(3) 0.115
Biti High-risk, Caucasian Pos 265 NJ/A® N/A 0.004 (1) N/A
etal. (20) Australia
Theodoru High-risk, Pos 412  N/A N/A 0.002 (1) N/A
etal. (22) Europe
Eugenolsen High-risk, Denmark Caucasian Neg 35 74 (26) 20 (7) 6 (2 0.157
et al. (23)
High-risk, Denmark Caucasian Pos 99 78 (77) 22 (22) 0 0.111
Blood donors, Caucasian Neg 37 7327 24 (9) 3 0.149
Denmark
Zimmerman Blood donors, Caucasian Neg 387 77.5(300) 21.7(@84) 0.8(3) 0.116
et al. (19) N. America African-Am. Neg 294 942 (277) 5.8(17) 0 (0) 0.29
Hispanic Neg 290 92.8(269) 6.9 (20) 0.3(1) 0.38
Asian Neg 164 99.4 (163) 0.6 (1) 0 (0) 0.003
Native Amer. Neg 87 83.9(73) 12.6 (11) 3.4(3) 0.098
Blood donors, Tamil Neg 46 100 (46) 0 (0) 0 (0) 0
India
Blood donors, Black Neg 40 100 (40) 0 (0) 0 (0) 0
W. Africa
High risk, USA Caucasian Pos 614 77.4 (475) 22.6 (139) 0(0) 0.113
High risk, USA African-Amer. Pos 86 97.7 (84) 2.3(2) 0 (0) 0.012
High risk, USA Hispanic Pos 45 93.3 (42) 6.7 (3) 0 (0) 0.033
High risk, USA Caucasian Neg 111 73.9(82) 21.6 (24) 4.5() 0.153
High risk, USA African-Amer. Neg 2 5000 0 (0) 0.250
High risk, USA Hispanic Neg 12 91.7 (11) 8.3 (1) 0 (0) 0.042

2 CCR5 genotypes: W/W, homozygous wild type; W/ A32, heterozygous wild type/32bp deletion; A32/A 32, homozygous for the
32 bp deletion.

b Numbers updated to include additional Multicenter Hemophilia Cohort Study patients studied by O'Brien et al. (21) and
Dean et al. (pers .comm.).

®Not available.
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CCRSFPYS%A FWKNFOTLKIVILGLVLP
TTICCA %&Mca_aﬁcmaag?a_ = Thccagaca T TTAMGATAGTCATCIGGCGL TEGTCLTEELE

Aws TFPY T IKDSHLGAGPA = — —= — ———/=/=/=—/=—"
deletion

CCRSLLVMVICYSGILKTLLRCRNEKKR
CIGCTTGTCATGGTCATCTGCTACTCGGGAATCCTAAAAACTCTCCTTCGGTGTCGAAATGAGAAGAAGAGG

N5 AACHGHLLLGNPKNSASVSK®*

Figure 4. Partial CCR5 gene and amino acid sequence with 32 bp deletion.
Nucleotide sequence of the CCR5 gene surrounding the deleted region, and
translation into the normal receptor (top lines) or the truncated mutant (A 32
CCRS5, bottom lines). The 10-bp direct repeat is represented in bold italics and

the CCR5 32 bp deletion.
Thus, HIV entry by non-
CCR5 dependent mechanisms
canoccur invivo, and persons
who have the CCR5 A32/A32
genotype are not absolutely
protected.

Does CCR5 Gene

the deleted nucleotides are represented in noncapitalized font.

Figure 5. Predicted structure and amino acid sequence of
the mutant form of human CCR5. The mutant protein
lacks the last three transmembrane segments of CCR5,
aswell as the regions involved in G-protein coupling. The
transmembrane organization is given by analogy with
the predicted transmembrane structure of the wild-type
CCRS5, although the correct maturation of the mutant
protein up to the plasma membrane has not been
demonstrated. The shaded horizontal band represents
membrane (s) of intracellular organelles. Amino acids
represented in italic and dark shading correspond to
unnatural residues resulting from the frame shift caused
by the deletion. Figures 4 and 5 reprinted and modified
with permission from the authors and Nature (16)
Copyright (1996) Macmillan Magazines Ltd.

transmission was most likely blood products (21),
while the only reported exposure risk for the
other two was homosexual behavior (20,22).
Sequences isolated from these persons suggested
the Sl virus phenotype, i.e., viruses that most
likely used CXCR4 as entry cofactors (21; R.
Ffrench, pers. comm.). As several other non-
CCRS5 receptors (CCR3 and CCR2b) are also HIV
entry cofactors, even non-Sl viruses might be
transmissible in vivo in persons homozygous for
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Polymorphism Determine
All Resistance to HIV?
The highest reported prevalence of homo-
zygosity for the A32 CCRS5 allele deletion in
persons highly exposed to HIV but uninfected is
33% (9,12). However, most (96% according to one
estimate [19]) highly exposed HIV-seronegative
persons are not homozygous for the A32 CCR5
allele. Moreover, among exposed but persis-tently
HIV-seronegative per-sons in Africa and Thailand,
no one positive for the A32 CCRS5 allele has been
found (CDC unpub. data; S. Rowland-Jones, F.
Plummer, pers. comm.). These data suggest that
many mechanisms may contribute to remaining
seronegative despite high HIV exposure: chemo-
kine-related mechanisms, such as altered CCR5
levels on the cell surface (53) or the level of
circulating chemokines; other immune system
genes, such as those of the HLA system
(10,11,14); and immune responses, such as those
of cytotoxic T cells (7,15). The relative importance
of these mechanisms in populations with dif-
fering modes of exposure or genetic backgrounds
needs to be elucidated.

CCRS5 Polymorphism and Its Interaction
with Other Factors in the Course of HIV
Disease

Several large studies of the effect of CCR5
genotypes on the course of HIV disease have been
published (Table 2). Dean et al. examined the
course of HIV (time to AIDS) in several U. S.
populations with different exposure to HIV
(homosexuals, intravenous drug users, persons
with hemophilia) and found that persons with
one copy of the deleted CCR5 gene had a delayed
(approximately 2 years longer) progression to
AIDS when compared with those with the
homozygous wild type genotype (17). Similar
findings have been reported (19,23) in Caucasian
HIV-positive homosexual men. Another study of
HIV-positive homosexuals did not find such a
striking effect of heterozygosity, although pro-
gression to AIDS was again slowed (12). One clue
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to the varying effects of the heterozygous CCR5
genotype on progression to AIDS in different
groups comes from another U. S. study of male
homosexuals, in which men with one copy of the
A32 CCR5 genotype had delayed progression to
AIDS, particularly if their circulating viruses
were of the NSI phenotype (18). Paradoxically,
once AIDS is diagnhosed, persons with one copy of
A32 CCR5 may have a more rapid disease course.!
Thus, the effect of the CCR5 genotype on disease
progression may depend on the phenotype and
chemokine receptor use of circulating viruses.
The finding that microglial cells can be infected
with HIV through CCR3- or CCR5-dependent
mechanisms (40) also suggests that the clini-
cal spectrum of HIV disease may also depend
on the CCR5 genotype.

Thus, complex interactions between virus
and host chemokine receptor genotype and virus
and cell chemokine receptor phenotype exist.
Studies to elucidate the interaction of these
genotypes with each other, with virus phenotypes,
and with other factors that influence the course of
HIV disease are ongoing (24,25). Preliminary
data from the Multi Center AIDS Cohort Study
suggest that the effect of CCR5 and HLA geno-
type on survival or disease course are inde-
pendent and that the effect of HLA on disease
outcomes may be greater than the effect of CCR5
genotype (54).

Population Studies of CCR5 Genotypes

The distribution of the 32bp deletion in
different populations is summarized in Table 2.
Among Caucasians in North America or Europe,
the prevalence of homozygosity for the 32 bp
deletion is approximately 1%, and 10% to 20% are
heterozygous. In smaller numbers of non-Cau-
casians, heterozygosity is found in approximately
6% of African-Americans, 7% of Hispanics, 13% of
Native Americans, and fewer than 1% of Asians
(17,19; CDC, unpub. data). Several studies of
non-Caucasian populations including persons
from parts of Africa (Zaire, Burkina Faso, Came-
roon, Senegal, Benin, Uganda, Rwanda, Kenya,
Malawi, Tanzania, Sierre Leone) (12,16,19),
Haiti (12), parts of Asia (Thailand, India, China,
Korea, Japan, the Philippines) (12,16,19; CDC,

unpub. data), and Venezuela (9) have not found
the 32 bp deletion among the HIV-infected or -
uninfected persons tested (Table 2). One
additional study (of more than 3,000 persons)
found similar global distributions of CCR5
genotypes (and noted a decreasing frequency
from north to south in Europe and Asia).?

Other Chemokine Receptor
Polymorphisms

Several other point mutations in CCR5 have
been observed (17), but their population preval-
ence and their role in HIV infection or disease
progression have not been reported. No poly-
morphisms in CXCR4 have been reported to date.
CCR3 has two alleles (S or T at position 276) (55-
57), and similarly, the population prevalence of
these alleles and their role in HIV infection have
not yet been determined.

Implications for Management and
Understanding of the Global HIV Epidemic

The discovery of the role of chemokine
receptors as coreceptors, along with CD4, for HIV
entry has led to a burgeoning of public and
private research in HIV pathogenesis, new
therapies, and new approaches to vaccines
(52,58). For example, in addition to the classi-
fication of HIV types on the basis of genetic or
neutralization phenotype relatedness, a new
virus classification made on the basis of their
receptor use has emerged. New therapies based
on receptor mimics, receptor ligands, chemokines,
or chemokine analogs are being developed and
tested in vitro. Genetic engineering with chemo-
kine receptors is being used to develop animal
models for HIV transmission and disease
progression. And, in the arena of vaccines, a new
concept has developed: the induction of high
levels of HIV-blocking chemokines such as
RANTES, MIP-1a, and MIP-18 as desirable
properties of an HIV vaccine.

New treatments and prevention measures
for HIV raise ethical, social, and legal issues that
also relate to a number of other infectious and
chronic diseases (e.g., malaria, breast cancer,
and diabetes) as new genes influencing the risk
for these diseases are discovered. Should all

1Garred P, Eugen-Olsen J, Iversen AKN, Benfield TL, Svejgaard A, Hofmann, B, the Copenhagen AIDS Study Group. Dual effect
of CCR5 A32 gene deletion in HIV-1-infected patients. Lancet 1997; 349:1884.
2Martinson JJ, Chapman NH, Rees DC, Lui Y-T, Clegg JB. Global distribution of the CCR5 gene 32-basepair deletion [letter].

Nature Genetics 1997;16:100-103.
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persons at risk for HIV infection be tested for
CCR5 gene polymorphism? Should persons
homozygous for the A32 CCR5 genotype receive
specific counseling regarding their risk for HIV
and other sexually transmitted infections? If a
person is heterozygous and infected with HIV,
should HIV treatment be altered? Could
knowledge of one’s genotype favorably or
unfavorably influence health insurance, life
insurance, or employment opportunities? As a
result of these questions, educational materials
have become available for the public and public
health professionals.?

Another finding that provoked discussion
was the uneven distribution of the genotype
across geographic and racial groups. One hypo-
thesis was that some previous epidemic, restric-
ted to Europe, had led to a survival advantage
among persons homozygous or heterozygous for
the CCR5 A32 genotype and had resulted in a
concentration of the CCR5 A32 genotype in
persons of European ancestry. The “black death”
of Northern Europe (1347-1350) and other large
epidemics have been used as examples (59,60).
Thus, certain populations appear to have an
increased survival advantage in the new HIV
epidemic. Conversely, populations with lower
prevalence of the A32 CCR5 genotype might be
expected to have a higher prevalence of HIV
infection or a more rapid course of the epidemic.
In the United States, a greater risk for HIV
infection has been found among African-
Americans than among Caucasians, when known
risk factors, including social class, were con-
trolled (61). The prevalence of the A32 CCR5
allele is lower in African-Americans than in
Caucasians. While increasing HIV prevalence in
parts of Asia and Africa may be attributed to
social and demographic factors, as well as
differences in the phenotype of circulating
viruses (62), the racial distribution of HIV risk
raises the possibility that differences in the
distribution of the A32 CCR5 allele or other
heritable host factors might influence the rate
of transmission or the speed of the epidemic in
different racial groups.

Conclusions

These findings have defined a new role for a
gene that normally controls cell migration; have
identified new alleles of the gene that determines
whether someone becomes infected with HIV and

how the disease progresses once infection has
occurred; and have identified several other new
HIV-receptors that mediate viral entry into dif-
ferent cell types. The findings have precipitated
new classifications of HIV phenotypes by cell
tropism and receptor use and opened new areas
for drug and vaccine development. These findings
have also enhanced other research: studies of host
factors affecting the acquisition and clinical
course of infectious diseases, the differential
distribution of genetic characteristics in popu-
lations and their potential effects on health status,
the translation of genetics research into public
health measures, and the social implications of
genetic differences affecting illness and death
caused by infectious and other diseases.
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Resistance, Remission, and Qualitative
Differences in HIV Chemotherapy

Denise E. Kirschner* and G.F. Webbt
*University of Michigan Medical School, Ann Arbor, Michigan, USA; and
tVanderbilt University, Nashville, Tennessee, USA

To understand the role of qualitative differences in multidrug chemotherapy for
human immunodeficiency virus (HIV) infection in virus remission and drug resistance,
we designed a mathematical system that models HIV multidrug chemotherapy including
uninfected CD4+ T cells, infected CD4+ T cells, and virus populations. The model, which
includes the latent and progressive stages of the disease and introduces chemotherapy,
is a system of differential equations describing the interaction of two distinct classes of
HIV (drug-sensitive [wild type] and drug-resistant [mutant]) with lymphocytes in the
peripheral blood; the external lymphoid system contributes to the viral load. The
simulations indicate that to preclude resistance, antiviral drugs must be strong enough
and act fast enough to drive the viral population below a threshold level. The threshold
depends upon the capacity of the virus to mutate to strains resistant to the drugs. Above
the threshold, mutant strains rapidly replace wild-type strains. Below the threshold,
resistant strains do not become established, and remission occurs. An important
distinction between resistance and remission is the reduction of viral production in the
external lymphoid system. Also the virus population rapidly rebounds when treatment is

stopped even after extended periods of remission.

Mathematical models provide a means to
understand the human immunodeficiency virus
(H1V)-infected immune system as a dynamic pro-
cess. Models formulated as differential equations
for the dynamic interactions of CD4+ lymphocytes
and virus populations are useful in identifying
essential characteristics of HIV pathogenesis
and chemotherapy. Recent clinical studies have
produced new insight into the dynamics of these
virus populations during HIV infection (1-3).
Turnover rates and lifespans of infected CD4+ T
cells and virus have been identified by measuring
their rates of change in patients undergoing
strong antiviral mono-therapy. The determination
of these rates showed that large numbers of
CD4+ T cells and virus are gained and lost each
day throughout the course of HIV infection (4,5);
these findings have profoundly influenced stra-
tegies for therapy (6). It is now recognized that
chemotherapeutic agents must strongly suppress
viral production before rapidly appearing viral
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mutants evolve to drug resistance. Recent clini-
cal trials have accomplished this goal by using
combined drug therapy. Ongoing trials with com-
binations of drugs have shown sharp declines, in
some patients, of viral counts to nondetectable
levels within several weeks of treatment; these
levels were sustained for 1 year or more (5,7,8).
At the same time, CD4+ T-cell counts have risen
markedly before gradually leveling off (5,7,8).
This apparent remission of HIV infection offers
hope for the chronic control or even eradication
of HIV (6). The issue of stopping treatment
after such extended periods of remission, how-
ever, is yet to be resolved (8).

The Model

Our model of treatment distinguishes quali-
tatively two treatment outcomes indicated by
clinical trials. Thefirstis resistance. Examples of
resistance for three-drug combined therapy are
reported for completed clinical trials by Collier et
al. (9). In these trials, there was on average an
increase of CD4+ T-cell counts by approximately
30% (peaking at approximately 8 weeks and
returning to baseline at approximately 40 weeks)
and a decrease of plasma virus by approximately
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70% (peaking at approximately 4 weeks and
recovering to half baseline at approximately 40
weeks). The second treatment outcome is remis-
sion. Examples of remission are indicated in
preliminary reports of ongoing clinical trials
(5,7,8,10). In these trials, 1) plasma virus
decreased sharply to nondetectable levels in 2 to
4 weeks, and these levels were sustained for
periods of 1 year or more, and 2) CD4+ T-cell
counts increased steadily by 100/mm?® or more
before gradually leveling off to below normal
levels (this below normal recovery is believed to
be due to an impaired production of new CD4+ T
cells from the thymus and other sources [11,12];
this assumption is incorporated into the model).

The model consists of differential equations
for the variables T(t) (the CD4+ T-cell population
uninfected by virus at time t), T (t) (the CD4+ T-
cell population infected by drug-sensitive virus at
time t), T (t) (the CD4+ T-cell population infected
by drug-resistant virus at time t), V (t) (the drug-
sensitive virus population at time t), and V (t)
(the drug-resistant virus population at time t).
All these virus populations reside in the cir-
culating blood, in which the values of uninfected
CDA4+ T cells and virus can be clinically measured.
The assumptions of the model and its equations
are given in the Appendix.

The model incorporates recent clinically
determined dynamic information about the HIV-
infected immune system. The essential elements
are as follows. After an initial period of acute
viremia in the first few weeks after seroconversion,
CD4+ T-cell counts decline gradually from
approximately 600 to 800/mm? to 0O/mm3 over
approximately 10 years (11) (normal CD4+ T-cell
counts are 800 to 1,200/mmé®). The decline of
CD4+ T cells is more rapid early in the infection
(13). Infected CD4+ T cells constitute 4% or less of
the CD4+ T-cell population (14). The half-life of
an infected CD4+ T cell is approximately 2 days
(1-3,6). After the initial viremia, plasma virus
increases from below 50/mm?3 to 1,000/mm?® or
more during the variable course of infection with
a sharp increase toward the end of the
symptomatic phase (11). The lifespan of a virus
outside the cell is about 7.2 hrs (1-3).

A typical untreated disease course based
upon CD4+ T-cell counts and viral level is
simulated in Figure 1a,b (the initial period of
viremia is not included in the model). The
simulation in Figure 1a,b is in close agreement
with a typical disease course (11). The initial
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virus level is determined by the model's
parameters, which do not change throughout the
course of the disease. This assumption is consis-
tent with recent clinical findings that disease
prognosisis correlated to a set-point of virus level
established in each patient soon after the initial
viremia, and viral levels and replication rates
remain relatively stable after the set-point
(5,8,15,16). In the model, different set-points are
obtained by varying key parameter values.

In the model, treatment is incorporated as
the reduction of two separate rates. The
reduction of these rates provides treatment
control variables corresponding to the intensity
and velocity of drug action. The variables are the
rate at which virus infects uninfected CD4+ T
cells and the rate of virus influx into the plasma
from the external Ilymphoreticular system.
Reduction of this second rate is the most
important for treatment outcome, since it is
believed that as much as 98% of the virus in the
circulating blood is contributed by the external
lymphoid compartment (5,8,17). In the simu-
lations, the dynamics in the lymphoid compart-
ment are modeled as a viral source term rather
than mechanistically, since limited data are
available for this compartment (18). Models of
combined plasma-lymph compartment dynamics
will appear in future work. When treatment
begins, the model assumes that a proportion of
drug-sensitive virus mutates to drug-resistant
virus. This proportion is also a treatment control
variable corresponding to the combination of
drugs used or the presence of genetic diversity at
different disease stages (19).

The model distinguishes primarily between
resistance and remission in the assumption of a
threshold condition for the virus population in
the plasma (and thus for the virus population in
the lymphoid compartment). The threshold con-
dition is incorporated into the rate that controls
the contribution of drug-resistant virus from the
external lymphoid compartment to the plasma.
When treatment drives the plasma virus level
below the threshold, the drug-resistant virus
population does not emerge, and the drug-
sensitive virus population falls to near 0. This
threshold cannot be reached simply by gradually
lowering the drug-sensitive virus population.
Two additional factors must be considered: 1)
when the virus population is above threshold, the
high mutational capacity and short lifespan of
the virus results in rapid production of drug-
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Figure 1a,b. A simulation ot HIV dynamics tor the model (A.1) - (A.3) with T(0) = 600/mm?¢ and V (0) = 10/mm?. The
curves correspond to data in (11). The set-point of the virus is in the middle range (15) and corresponds to a typical
disease progression of about 9 years. The contribution to the plasma virus from the external lymphoid
compartment is more than 90%, as may be computed from equation (A.3). The curves T(t) and V(t) are
approximately inversely proportional, as may be seen from equation (A.3) (the inverse proportionality is specific
to a given set-point). In c¢,d, a simulation of a combined drug treatment corresponds to data in (9). The treatment
begins with the uninfected CD4+ T-cell count at 200/mm?, the infected CD4+ T-cell count at 9.5/mm?, and the virus
level at 34/mm? (these values are obtained from the simulation in a, b at 7.9 years). In d, the heavy line is the total
virus population, the thin line is the wild-type virus population, and the dashed line is the drug-resistant virus
population. Complete replacement of wild-type virus by resistant virus occurs by week 5. The treatment

parameters are c,=.5, ¢,=.025, ¢,=.15, and the resistance mutation parameter is q=10".

resistant variants; and 2) as the virus population
approaches the threshold, Darwinian competition
gives competitive advantage to the resistant viral
strain as the sensitive viral strain diminishes in
fitness and in numbers.

To reach the threshold, the virus population
must be brought down extremely fast before
mutation and selection pressure allow resistant
virus to propagate in the drug-altered environ-
ment. In the simulations, this rapid fall to the
threshold can be achieved if treatment inhibits the
rate of viral influx from the external lymphoid
compartment sufficiently fast. The threshold
value depends on the drugs used and the capacity
of the virus to mutate against these drugs. In
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some patients, plasma levels were reduced by
99.9% or more, yet remission did not occur (1,2).
In these cases, there may have been an extremely
low threshold specific to the drugs used or a
disproportionately lower suppression of virus in
the lymphoid compartment than in the plasma.

The Simulations

Computer simulations of treatment are given
in Figure 1c,d and Figures 2-5. The initial values
at the start of treatment for the simulations are
obtained from the simulation in Figure 1a,b. In
all the simulations, the parameters are the same,
except for the parameters controlling treatment
and the resistance mutation.
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In Figure 1c,d, resistance is simulated. The
simulation corresponds to composite data given
(9) for patients receiving the drug combination
saquinavir, zidovudine, and zalcitabine (the first
is a protease inhibitor and the other two are
reverse transcriptase inhibitors). Despite an
impressive increase in the CD4+ T-cell counts in
Figure 1c (significantly higher than typically
seen with zidovudine alone [20-23]), the reduc-
tion of viral influx from the external lymphoid
compartment is not fast enough or strong enough
to bring the virus below the threshold for remis-
sion. The viral level thus rebounds after a few
weeks, and the T-cell population resumes a decline.

In Figure 2, resistance is simulated cor-
responding to data for patients receiving therapy
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with strong reverse transcriptase inhibitors (10).
In these simulations, the reduction of the viral
influx from the external lymphoid compartment
is higher than in the simulation in Figure 1d,
which means that the effect of the drug is
stronger and the decrease of the virus level is
faster. The resistance mutation parameter is also
assumed to be higher than in Figure 1c,d, which
means that resistance develops sooner. The
exponential rates of increase of CD4+ T-cell
counts in Figure 2a are inversely correlated to
CD4+ T-cell starting values, as are the times to
the appearance of resistance. The exponential
rates of viral decay (Figure 2b), as indicated by
the slopes of their logarithmic plots, are approxi-
mately parallel and thus not correlated to
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Figure 2. Four simulations corresponding to therapy (2). The simulations have a common viral set-point of disease
progression with the treatment starting values T(0) = 306/mm? and V (0) = 21/mm? (obtained from Figure la,b at 5.8
years), T(0) =217/mm?and V (0) = 31/mm? (obtained from Figure 1a,b at 7.7 years), T(0) = 100/mm?and V (0) = 69/mm?
(obtained from Figure 1a,b at 8.4 years), and T(0) = 43/mm? and V (0) = 156/mm?* (obtained from Figure 1a,b at 8.6
years). The rates of exponential increase in Figure 2a (approximately .03, .02, .01, .005) are inversely correlated to
starting CD4+ T-cell counts, and the exponential rates of decay in Figure 2b (all about -.2) are not correlated to starting
viral levels (different viral set-points would give different values for the parallel slopes) (1,2). The lack of correlation of
viral decay rates is an indication of slower clearance of wild-type virus in the external lymphoid compartment. The time
to the downward spike in Figure 2b is correlated to starting viral levels (1). The treatment parameters ¢,=2.0, ¢,=.17,
¢,=.15 and the resistance mutation parameter g=10° are the same in all four simulations.
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treatment starting values. This lack of correlation
has been reported in clinical data (1,2).

In the simulations in Figure 2, the lack of
correlation can be explained by the failure of the
treatment to suppress rapidly enough the viral
production caused by the external lymphoid
system. As this production is suppressed at faster
and faster rates, the viral exponential decay
rates approach the actual loss rates of the plasma
virus, which in this model are correlated to the
CD4+ T-cell levels. The decay rates (Figure 2b) do
not yield the actual half-life of free virus, which is
shorter. The difference is due to the incomplete
inhibition of the external lymphoid viral pro-
duction. The exponential rate of viral decay in
patients undergoing treatment is claimed to
correspond to the decay of noninfectious virus
produced by CD4+ T cells infected after
treatment begins by infectious virus present
before treatment begins (where it is assumed
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that after treatment begins, all newly pro-
duced virions are noninfectious) (3). It is
claimed that the reciprocal of the viral decay
rate is the average lifespan of infected CD4+ T
cells (3). The model considered here has a
different interpretation of the effects of treat-
ment, since the prouction of virus from the
external lymphoid compartment is not im-
mediately blocked by treatment and thus
influences the viral decay rate.

In Figure 3, simulations are given with the
treatment parameter corresponding to sup-
pression of virus influx from the lymphoid
compartment higher than in Figure 1c,d and
the mutation parameter lower than in Figure 2.
In Figure 3a, remission is achieved, but in
Figure 3b,c,d, it is not (the threshold value is
indicated by the horizontal lines). The concurrence
of strong suppression of the lymphoid virus com-
partment, lower resistance mutation parameter,
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Figure 3. Treatment simulations for four starting viral levels. The simulations have acommon viral set-point of disease
progression, and the treatment starting values are from Figure 1a,b. For all four simulations, the treatment para-

meters are cl=2.0, c2:1.0, C,=

1, the resistance mutation parameter is =107, and the threshold value is V =.5 (indicated

by the horizontal line). The lowest starting viral level achieves remission (a), while the other three develop resistance.
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and lower viral starting value allows the
remission threshold to be reached (Figure 3a).

In Figure 4, treatment is simulated with an
even higher value of the parameter corresponding
to suppression of virus production from the
external lymphoid compartment. Remission is
achieved for the two lowest viral starting levels.
As in Figure 2a, the exponential rates of increase
of CD4+ T cells are inversely correlated to CD4+
T-cell starting values (an explanation in terms of
the relative rates of changes in the differential
equations for the CD4+ T-cell population is given
in the Appendix). The exponential rates of viral
decay (Figure 4b), however, are inversely
correlated to increasing values of starting viral
levels (in contrast with Figure 2b). When drug
inhibition of virus in the lymph compartment is
very high, the plasma viral clearance rate during
treatment approaches the plasma viral clearance
rate before treatment. In our models, it is
assumed that the plasma viral clearance rate
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before treatment depends on CD4+ T-cell levels.
The inverse correlation of plasma viral clearance
rates during treatment to viral levels at the start
of treatment is thus an indicator of higher viral
clearance from the lymphoid compartment (an
explanation in terms of the relative rates of
change in the differential equation for the virus
population is given in the Appendix).

In Figure 5a, treatment data for a patient
receiving zidovudine, didanosine, and lamivudine
are simulated (18; Figure 1d). This treatment
induces a remission, even though the plasma
virus does not fall below a nondetectable level.
The plasma viral decay is approximately three
times as fast as the lymph viral decay (18). This
difference is incorporated into the treatment
parameters for the simulation in Figure 5a. The
two-phase plasma viral decay process (Figure 5a)
matches the data (18) and is a strong indication
that the rate of plasma viral decay is influenced
by the slower rate of decay in the lymph system.
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Figure 4. Four treatment simulations having a common viral set-point of disease progression. The treatment starting
values are as in Figure 2. For all four simulations, the treatment parameters are ¢,=2.0, ¢,=2.0, ¢,=.05, the resistance
mutation parameter is g=107%, and the threshold value is V =2.0. Remission is achieved for the two lowest viral starting
values, but the other two develop resistance. The viral exponential decay rates are -1.4,-.93, -.51, and -.26, which are
inversely correlated to the viral starting values (an indication of rapid suppression of virus in the external lymphoid

compartment).
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Figure 5. 5a simulates combined drug treatment data reported for a patient (18; Figure 1d). The treatment begins with
the uninfected CD4+ T-cell count at 306/mm?, the infected CD4+ T-cell count at 10/mm?, and the virus level at 21/mm?
(these values are obtained from the simulation in Figure 1a, b at 5.75 years). The treatment parameters are ¢,=2.0,
¢,=1.0, c,=.15, the resistance threshold value is V =3.0, and the resistance mutation parameter is g=107. Resistance
does not develop, and the therapy results in remission. The plasma viral level shows a two-phase exponential decay,
which is attributed to a slower drug-induced inhibition of virus in the lymphoid compartment. In 5b, the treatment
simulation in 5a is continued for 78 weeks and then stopped. The virus population rebounds rapidly when treatment

stops.

In Figure 5b, the treatment simulation (Figure
5a) is stopped at 78 weeks, whereupon the drug-
sensitive virus population rebounds sharply (8).
This simulation is consistent with the report of a
patient undergoing combined therapy who
sustained nondetectable levels of virus for 78
weeks and upon voluntarily stopping treatment
experienced high levels of virus in the blood
within 1 week (3). In this simulation the virus
would rapidly become reestablished even after
much longer treatment. The resurgence of the
virus population in the simulation is due to the
capacity of the virus to grow very quickly from
extremely low levels, which is due to the
incomplete drug-induced inhibition of the
external lymphoid viral source (18). This
incomplete inhibition can be attributed to the
presence of latently infected CD4+ T cells in the
lymphoid compartment. Resumption of treatment
in the simulation could again induce a remission.
The resurgence of virus when treatment is
stopped (Figure 5b) would hold also in all the
simulations of remission because the 0 viral level
is unstable; and if the virus is not suppressed by
drugs, it rapidly grows from even very low levels.
This instability of the 0 viral level results from
the large viral influx from the lymph system,
which is required to produce the characteristic

dynamics of HIV throughout its entire
progression.
Vol. 3, No. 3, July—September 1997
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Conclusions

Although computer models of HIV therapy
are no substitute for clinical trials, they can bring
into focus essential elements of the dynamic
processes involved. The treatment simulations
presented here identify the following qualitative
dynamic elements involved in resistance and
remission: 1) remission can occur if the viral
production in the external lymphoid tissues is
suppressed below a threshold level; 2) drug
action must be strong enough and fast enough to
drive the virus population to the threshold before
resistant virus appears and propagates; 3)
combination therapy or early treatment lowers
the capacity of the virus to mutate to resistant
strains and thus forestalls their emergence until
the threshold is reached; and 4) stopping
treatment even after an extended period of
remission may result in a rapid rebound of the
virus population.

The remission threshold is an abstract
construct, and its quantitative value is relative to
the capacity of the virus to mutate against a
specific drug regimen. In the simulations, the
threshold divides resistance and remission
outcomes, and the dynamic developments in the
first few days and weeks of drug administration
are crucial in determining the outcome of
therapy. Remission over extended time, however,
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may require continuing treatment to suppress
low-level viral replication in the lymphoid tis-
sues. The presence of even low-level viral
production due to latently infected CD4+ T cells
allows the possibility for the eventual evolution
of drug-resistant viral strains.

Appendix
For the model without treatment, it is
assumed that only drug-sensitive virus, uninfected
CD4+ T cells, and CD4+ T cells infected by drug-
sensitive virus are present. The equations for the
model without treatment are as follows (24):
(A.1): dT(t)/dt = S(t) - pu, T(t) + p,(OT(R)V (L) -
k. V (D)T(t)

(A.2): dT_(t)/dt = KV () T(t) - pu, T (1) -
p,OT, OV, (1)

(A.3): dV_ (t)/dt =p,(OT, (OV, (1) -
k, TV (1) + G(t)

In (A.1) S(t) represents the external input of
uninfected CD4+ T cells from the thymus, bone
marrow, or other sources. It is assumed that
there is a deterioration of this source as the viral
level increases during the course of HIV infec-
tion. The form of this source is S(t) =S, - S, V (t)/
(B,+V (1)), where B_is a saturation constant (the
various saturation constants in the model are
designed to adjust the rate parameters to large
changes in the population levels during disease
progression or treatment). In (A.1) ., is the death
rate of uninfected CD4+ T cells whose average
lifespan is 1/y, (25). In (A.1) the term p,(t) T(t)
V (t) represents CD4+ T-cell proliferation in the
plasma due to an immune response that incor-
porates both direct and indirect effects of antigen
stimulation (p,(t) = p,/(C+V (1)), where C is a
saturation constant). This term accounts for the
above normal turnover of CD4+ T cells (other
forms for this production have been used, inclu-
ding a logistic approach [26]). The form assumed
here idealizes the growth mechanisms of CD4+ T
cells, since subpopulations of antigen specific
CD4+ T cells are not modeled. In (A.1) k_ is the
infection rate of CD4+ T cells by virus (it is
assumed that the rate of infection is governed by
the mass action term k_V (t) T(t)). In the absence
of virus the CD4+ T-cell population converges to
a steady state of S /..

In (A.2) thereisagaintermk_V (t) T(t) of CD4+
T cells infected by drug-sensitive virus, a loss term
U, T (t) due to the death of these cells independent
of the virus population, and a loss term p,(t) T (t)
V(1) dependent on the virus population due to
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bursting or other causes (where p,(t) = p,/(C,+V (1))
and C, is a saturation constant). The dependence of
the loss term p,(t) T (t) V(1) on V (t) allows for an
increased rate of bursting of infected cells as the
immune system collapses and fewer of these cells
are removed by CD8+ T cells.
In (A.3) the virus population is increased by
the term p,(t) T (t) V (1), where p,(t) = p,/(C,+V (1)).
This term corresponds to the internal production
of virus in the blood. The dependence of this term
on T(t) allows for a decreased rate of viral
production in the plasmawhen the infected CD4+
T-cell population in the plasma collapses. Since
most of the plasma virus is contributed by the
external lymph source, the plasma virus popu-
lation still increases steeply at the end stage of
the disease. In (A.3) the virus population is
decreased by the loss term k, T(t) V (t), which
represents viral clearance. In (A.3) there is a
source of virus from the external lymphoid
compartment, which is represented by the term
G, () = GV (1)/(B+V (1) (B is a saturation con-
stant). This term accounts for most of the virus
present in the blood (8).
The lifespans of infected CD4+ T cells and virus
can be computed from the terms in (A.2) and (A.3)
during the asymptomatic period of infection (when
the rates of population increase are almost
balanced by the rates of population decrease). The
loss terms in (A.2) yield an average infected CD4+
T-cell lifespan of 1/u; + p, V (D/(C, +V (1)), which
decreases from = 1/u, to 1/(u, +p,) as V(D)
increases. The loss term in (A.3) yields an average
virus lifespan of 1/(k T(t)), which increases from 1/
(k, T(0)) as T(t) decreases.
The equations for the model with treatment
are as follows:
(A.4): dT(t)/dt = S (t) - u, T(t) + p,(OT(D)V(t)
- (N, (OKV, (1) + K,V (1) T()
(A.5): dT (t)/dt = n,(t) kK V (1) T(t) -y, T (1)
- p,(1) T,(0) V(1)
(A.6): dT (t)/dt =k V (t) T(t) - p, T (t)
- p,(OT (1) V(1)
(A7) dV (t/dt = (1-q)p, (D) T (DOV(D) - k, T(H)V (1)
+1,(t) GV (1)/(B+V(t)
(A.8): dV (t)/dt = p,(t) T (t) V(t) + g p,(t) T (t) V(t)
-k, T(t) V. (1) + G (V()V,(D/(B+V(t))

In the model, treatment inhibits (with a
delay) new infections of CD4+ T cells and inhibits
(with a delay) the influx of virus from the
external source. In equations (A.4) - (A.8) V(t) =
V () +V (1) is the total virus population at time t,
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and its inclusion in the rate coefficients results in
competition between the sensitive and resistant
viral strains. In these equations, treatment is
modeled by the decreasing functions n,(t) = exp(-
¢,t) (which inhibits the rate at which uninfected
CD4+ T cells become infected) and n,(t) =
maximum{exp(-c,t), ¢} (which inhibits the influx
of virus from the external lymphoid compartment).
The parameters c,, ¢,, and c, control the speed
and strength of the drug-induced inhibitions. The
form of the treatment function n (t) produces an
eventual complete inhibition of infection of CD4+
T cells in the plasma but does not do so
immediately upon treatment (1-3). The form of
the treatment function n,(t) produces a delayed
and incomplete suppression of viral influx from
the external lymphoid system (18). Treatment
does not affect the drug-resistant virus or the
CD4+ T cells infected by drug-resistant virus.

When treatment begins, it is assumed that
the source term of CD4+ T cells in equation (A.4)
has the value S (t) = minimum{ S, ,S, - S,V(t)/
(B,+V(1))}, where S is the value of the source of
CD4+ T cells when treatment is started (S, is
obtained from the source function S(t) in the
model without treatment). This assumption means
that the source of CD4+ T cells does not increase
once treatment begins but may decrease if the virus
population later increases because of the develop-
ment of resistance or the cessation of treatment.

In the model, it is assumed that there is no
significant level of background resistant virus
present to substantially affect the dynamics
before treatment begins. After treatment begins,
drug-resistant virus does become significant and
is introduced into the virus population as a pro-
portion q of the drug-sensitive virus population
(19). It is not assumed that drug administration
induces resistant mutations, but only that it
gives selective advantage to them. The value of q
corresponds to the capacity of resistant variants
to mutate (larger q corresponds to monotherapy
and smaller g to combined therapy). It is assumed
that the external input of drug-resistant virus from
the lymphoid compartment is controlled by the
threshold function G (V), where G, (V) =0if V is
less than the threshold value V jand G (V) = G, if
Visgreater than V. This assumption means that
the capacity of the resistant virus to become
established requires that the total virus popu-
lation level remain above the threshold V,.

The lack of correlation of the slopes in Figure
2b to starting CD4+ T-cell counts in Figure 2a can
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be explained in terms of equation (A.7). When
treatment starts attime t, G /(B+V(t)) =k, T(t)
(since the virus population is changing very
slowly before treatment starts and the major source
of virus present is due to the external source).
After treatment starts, dV (t)/dt = - p(t)V (1),
where p(t) = c, (t) G/(B+V(t)) - k, T(1). Ifc,(t) =1
(which corresponds to slow clearance of the
external compartment), then p(t) = 0 and p(t)
does not have a strong dependence on T(t) (as in
Figure 2b). Ifc, (t) =0 (which corresponds to rapid
clearance of the external lymphoid compartment),
then p(t) = k, T(t) and thus shows a strong
dependence on T(t,) (as in Figure 4b). A similar
argument using equation (A.4) shows that
when ¢ (t) =0 (as in Figures 2a and 4a), then the
exponential rates of increase in CD4+ T-cell
counts are inversely correlated to treatment
CD4+ T-cell starting values.

The models described in this paper have
evolved from earlier models by the authors
(24,26-28). A major goal of the present work is to
align the model simulations with an expanding
base of data for HIV dynamics. The construction
of the present models is based in part on
theoretical assumptions about the rate changes
of the interacting populations and in part on
simulation of their known dynamic properties.
Another major goal of the present work is to
derive insight into the qualitative distinctions
between monotherapy resistance and combined-
therapy remission. In the model (A.4)-(A.8), this
distinction resides in the mutation parameter q,
which corresponds to the capacity of resistant
virus to arise as a proportion of sensitive virus
when the total virus population is above the
threshold value V. When q is large (monotherapy),
the total virus population does not fall below V,
and resistant virus becomes established. When q
is small (combined therapy) and the total virus
population is brought below V sufficiently fastin
the first days and weeks of treatment, the
resistant virus population cannot grow.

The models of this paper differ from earlier
models (1-3). The models here describe disease
progression, whereas others (1-3) describe short
intervals of treatment from presumed dynamic
steady states. The models here describe dyna-
mics in the plasma, whereas others (1,3) describe
dynamics in the total body. The models of this
paper distinguish between the behavior of virus
in the plasma and in the lymph system. In the
models here, the virus increases steeply in the
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plasma but saturates in the lymph system. The
assumption of a large saturating external source
of virus to the plasma is required in this model for
the simulation of data.

The models of this paper also assume that the
viral clearance rate depends on the CD4+ T-cell
level, whereas other models (1-3) assume that this
rate is constant. This last assumption is required
in our models to obtain the dynamics of disease
progression. This assumption is reasonable in
understanding how the virus population can
increase steeply in the plasma as the CD4+ T-cell
population in the plasma collapses. If the viral
clearance rate in the plasma is independent of

Table. Parameter values for the models

CD4+ T-cell levels, the steep increase of plasma
virus (as much as 100-fold) at disease end
would have to result from increased production.
But the CD4+ T-cell population in the plasma
collapses to near 0 so that this population can-
not account for the high viral increase. In the
models here, this steep increase of plasma virus
results from the collapse of the immune response
(which means that the plasma viral clearance
rate should depend on CD4+ T-cell levels) and
from a continuing influx of virus from the
saturated external lymph source.

We provide a list of parameter values for the
models with and without treatment (Table).

Parameters and Constants Values

[T mortality rate of uninfected CD4+ T cells 0.005/day

Ui = mortality rate of infected CD4 + T cells 0.25/day

k; = rate CD4+ T cells are infected by sensitive virus 0.0005 mm3/day

k., = rate CD4+ T cells are infected by resistant virus 0.0005 mm3/day

k, = rate of virus loss due to the immune response 0.0062 mm3/day

p,; = production rate of uninfected CD4+ T cells 0.025/day

p, = production rate of infected CD4+ T cells 0.25/day

p; = production rate of virus in the blood 0.8/day

G, = external lymphoid sensitive virus source constant 41.2/mm3 day

G, = external lymphoid resistant virus source constant specified in text

Vo = threshold value for remission specified in figure legends

q = proportion of drug-resistant virus produced from specified in figure legends
wild-type virus

C = half saturation constant of uninfected CD4+ T cells 47.0/mm3

Ci = half saturation constant of infected CD4+ T cells 47.0/mm3

B = half saturation constant of external virus input 2.0/mm3

Bs = half saturation constant of CD4+ T-cell source 13.8/mm3

S; = source of CD4+ T cells in absence of the disease 4.0/mm3 day

S, = reduction constant of CD4+ T-cell source 2.8/mm3 day

¢, = treatment parameter for suppression of the rate of specified in figure legends
CD4+ T-cell infection by virus

¢, = treatment parameter for suppression of the rate of virus specified in figure legends
contributed by the external lymphoid compartment

c; = treatment parameter for maximal suppression of virus specified in figure legends
contributed by the external lymphoid compartment

n, = treatment function for inhibition of the rate at which virus specified in text
infects uninfected CD4+ T cells

n, = treatment function for inhibition of the rate of virus specified in text

influx from the external lymphoid system virus
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Emerging Foodborne Diseases

S.F. Altekruse, M.L. Cohen, and D.L. Swerdlow
Centers for Disease Control and Prevention, Atlanta, Georgia, USA

The epidemiology of foodborne diseases is rapidly changing. Recently
described pathogens, such as Escherichia coliO157:H7 and the epidemic strain of
Salmonella serotype Typhimurium Definitive Type 104 (which is resistant to at least
five antimicrobial drugs), have become important public health problems. Well-
recognized pathogens, such as Salmonella serotype Enteritidis, have increased in
prevalence or become associated with new vehicles. Emergence in foodborne
diseases is driven by the same forces as emergence in other infectious diseases:
changes in demographic characteristics, human behavior, industry, and
technology; the shift toward a global economy; microbial adaptation; and the
breakdown in the public health infrastructure. Addressing emerging foodborne
diseases will require more sensitive and rapid surveillance, enhanced methods of

laboratory identification and subtyping, and effective prevention and control.

Foodborne diseases have a major public
health impact (Table 1; 1). In the United States,
each year foodborne illnesses affect 6 to 80 mil-
lion persons, cause 9,000 deaths, and cost an
estimated 5 billion U.S. dollars (2). The epide-
miology of foodborne diseases is rapidly changing
as newly recognized pathogens emerge and well-
recognized pathogens increase in prevalence or
become associated with new food vehicles (Table
2). In addition to acute gastroenteritis, many
emerging foodborne diseases may cause chronic
sequelae or disability. Listeriosis, for example,
can cause miscarriages (3) or result in meningitis
in patients with chronic diseases (3). Toxo-
plasmosis is an important cause of congenital
malformation (4), and Escherichia coli O157:H7
infection is a leading cause of hemolytic uremic
syndrome, the most common cause of acute kid-
ney failure in children in the United States (5).
Salmonellosis can cause invasive disease (6) or
reactive arthritis (7), and campylobacteriosis can
lead to Guillain-Barré syndrome, one of the most
common causes of flaccid paralysis in the United
States in the last 50 years (8).

The factors contributing to the emergence of
foodborne diseases are changes in human demo-
graphics and behavior, technology and industry,
and international travel and commerce; microbial

Address for correspondence: Sean F. Altekruse, Mail Stop A-38,
Centers for Disease Control and Prevention, Atlanta, GA, USA
30333; fax: 404-639-2212; e-mail: sha8@ciddbdl.em.cdc.gov.
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adaptation; economic development and land use;
and the breakdown of public health measures (9).
We describe selected foodborne pathogens, factors
influencing their emergence, and possible controls.

Table 1. Estimated number of ilinesses and deaths per
year caused by infection with selected foodborne
bacterial pathogens, United States (1-2)
Pathogen Cases Deaths Foods
(109) (103)
Campylobacter 4,000 0.2-1
jejuni

Poultry,

raw milk,
untreatedwater
Eggs, poultry,
meat, fresh
produce, other
raw foods
Ground beef,
raw milk, lettuce,
untreated water,
unpasteurized
cider/apple juice
ready-to-eat foods
(e.g. soft cheese,
deli foods, paté)
Seafood

(e.g. molluscan,
crustacean
shellfish)

raw,
undercooked,
Cross-
contaminated.

Salmonella 0.5-2

(nontyphoid)

2,000

Escherichia 725
coli O157:H7

0.1-0.2

Listeria 1.5 0.25-0.5

monocytogenes

Vibrio species 10 0.05-0.1
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Table 2. Selected outbreaks in the United States 1988-1997, associated with emerging foodborne pathogens and

factors for the emergence of these pathogens

Pathogen/outbreak Location(s) Year Factors in emergence Reference

Hepatitis A MlI 1997 international travel and commerce 28
Frozen strawberries technology and industry

Salmonella Typhimurium DT 104 NE 1996 microbial adaptation 48
Farm visit

Cyclospora cayetanensis Multistate, 1996 international travel and commerce 25
Guatemalan raspberries Canada

Salmonella Enteritidis PT 4 CA 1995 international travel and commerce 44
Egg-containing foods technology and industry

Salmonella Enteritidis Multistate 1994 technology and industry 34
Mass-distributed ice cream

Norwalk-like virus LA 1994 economic development and land use 53
Gulf Coast oysters

Escherichia coli O157:H7 Multistate 1993 technology and industry 54
Fast-food chain hamburgers breakdown of public health measures

Escherichia coli O157:H7 MA 1991 human demographics and behavior 15
Raw apple cider technology and industry

Vibrio cholerae O1, El Tor MD 1991 international travel and commerce 39
Thai coconut milk human demographics and behavior

Trichinella spiralis 1A 1990 international travel and commerce 40
Undercooked pork human demographics and behavior

Salmonella Chester Multistate 1989 international travel and commerce 22
Sliced cantaloupe human demographics and behavior

Yersinia enterocolitica GA 1988 human demographics and behavior 41

Pork chitterlings

Selected Foodborne Pathogens of Public
Health Importance

Salmonella Serotype Enteritidis

Nontyphoidal salmonellosis is one of the
most commonly reported infections in the United
States. The doubling of salmonellosis incidence
in the last two decades has accompanied modern
food industries’ centralized production and large-
scale distribution. The most prevalent serotypes,
Salmonella serotype Enteritidis (SE), Salmonella
Typhimurium, and Salmonella Heidelberg, account
for most human salmonellosis in the United States.

Some serotypes of Salmonella, such as S.
Enteritidis, have specific animal reservoirs and
are primarily transmitted by specific foods (10).
Reflecting a worldwide trend, in the United States,
the proportion of Salmonella isolates that were
SE increased from 6% in 1980 to 25% in 1995
(Figure 1) (CDC, unpub. data). Between 1985 and
1991 in the United States, grade A shell eggs
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were implicated in 82% of SE outbreaks with
known vehicles (10).

SE's ability to cause ovarian infections in
egg-laying hens, thus contaminating the contents
of intact shell eggs, has been important in the
transmission of SE among humans and hens (11).

Percent

30

1980 1985 1990 1995
Year
Figure 1. Salmonella serotype Enteritidis as a
percentage of all Salmonella isolates reported in the
United States, 1980-1995. Source: Centers for Disease
Control and Prevention
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SE can be transmitted vertically from breeding
flocks to egg-laying hens, which in turn produce
contaminated eggs (10,11). Once the organism is
present in a flock, the infection is difficult to elimi-
nate because transmission is sustained by environ-
mental sources including rodents and manure.

Campylobacter jejuni

Campylobacter jejuni, an emerging foodborne
pathogen not recognized as a cause of human
illness until the late 1970s, is now considered the
leading cause of foodborne bacterial infection (12).
An estimated four million C. jejuni infections
occur each year in the United States; most
sporadic infections are associated with improper
preparation or consumption of mishandled poultry
products (12). Incidence of campylobacteriosis is
particularly high among young men. The high
incidence of disease in this group may reflect poor
food preparation skills (12). Most C. jejuni out-
breaks, which are far less common than sporadic
illnesses, are associated with consumption of raw
milk or unchlorinated water (12).

The Guillain-Barré syndrome, an acute
paralytic illness that may leave chronic deficits,
may follow Campylobacter infections (8). In a
multicenter study of 118 patients with Guillain-
Barré syndrome in the United States, 36% had
serologic evidence of C. jejuni infection in the
weeks before neurologic symptoms developed(8).

E. coli O157:H7

E. coli O157:H7 was first recognized as a
human pathogen in 1982 when two outbreaks in
the United States were associated with consump-
tion of undercooked hamburgers from a fast-food
restaurant chain (13). The pathogen has since
emerged as a major cause of bloody and non-
bloody diarrhea, causing as many as 20,000 cases
and 250 deaths per year in the United States
(2,5). Outbreaks have been reported in Canada,
Japan, Africa, the United Kingdom, and else-
where. In addition to causing bloody diarrhea,
E. coli O157:H7 infection is the most common
cause of the hemolytic uremic syndrome, the
leading cause of acute kidney failure in children
in the United States. The syndrome is associated
with long-term complications; 3% to 5% of
patients with hemolytic uremic syndrome die,
and approximately 12% have sequelae including
end-stage renal disease, hypertension, and
neurologic injury (5). Consumption of ground
beef (13), lettuce (14), raw cider (15), raw milk,
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and untreated water have been implicated in
outbreaks, and person-to-person transmission
is well documented (5).

Vibrio vulnificus

In the late 1970s, Vibrio vulnificus was recog-
nized to cause an usually severe syndrome of
foodborne V. vulnificus infection called primary
septicemia. V. vulnificus primary septicemia gene-
rally affects people with underlying disease,
particularly liver disease. Patients become ill
within 7 days after eating raw molluscan shell-
fish. Tracebacks implicate shellfish harvested
from warm water areas. The symptoms may
include shock and bullous skin lesions and may
quickly progress to death. Most reported shellfish-
associated V. vulnificus infections are fatal (16).

Listeria monocytogenes

Since the early 1980s, foodborne transmission
has been recognized as a major source of human
listeriosis (3). Listeriosis can cause stillbirths,
miscarriages, meningitis, or sepsis in immuno-
compromised hosts. Case-fatality rates as high as
40% have been reported during outbreaks (3).
Outbreaks have been associated with ready-to-
eat foods, including cole slaw, milk probably
contaminated after pasteurization, paté, pork
tongue in jelly, and soft cheese made with
inadequately pasteurized milk (3). The U.S.
Department of Agriculture and U.S. Food and
Drug Administration established zero tolerance
policies for L. monocytogenes in foods in 1989.
From 1989 to 1993, the food industry launched
efforts to reduce Listeria contamination in
processed foods, and dietary recommendations
were established and publicized for persons at
increased risk for invasive listeriosis. During this
4-year interval, the incidence of listeriosis
declined by 40% in nine surveillance areas across
the United States (17).

Factors Contributing to the Emergence of
Foodborne Diseases

Human Demographics

Because of demographic changes in indus-
trialized nations, the proportion of the population
with heightened susceptibility to severe foodborne
infections has increased. In the United States, a
growing segment of the population is immuno-
compromised as a consequence of infection with
human immunodeficiency virus (HIV), advancing
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age, or underlying chronic disease. Reported
rates of salmonellosis, campylobacteriosis, and
listeriosis were higher among HIV-infected per-
sons than among those not infected with HIV (6).
Salmonella (and possibly Campylobacter) infec-
tions are more likely to be severe, recurrent, or
persistent in this population (6). Furthermore,
extraintestinal disease caused by Salmonella
and L. monocytogenes infection is more likely to
be reported in HIV-infected persons than in the
general population (6).

During the 20th century, the median age of
the U.S. population steadily increased (18), a
trend that is accelerating. (Figure 2). The elderly
are at increased susceptibility to foodborne infec-
tions. In a series of seven SE outbreaks in nursing
homes, for example, 10% of residents who became
ill were hospitalized, and 7% died (19). In the
general population, SE hospitalizations and death
rates are much lower (10).

Advances in medical technology (e.g., organ
transplantation and cancer therapy) have extended
the life expectancy of persons with chronic
diseases, thus increasing the proportion of the
population with heightened susceptibility to
severe foodborne illness. In the 1970s, for exam-
ple, the 5-year survival rate for Hodgkin
lymphoma was approximately 50%; by 1985, the
5-year survival rate approached 80%. The survival
rate for all cancers combined also increased (20).

Human Behavior

Changes in food consumption have brought
to light unrecognized microbial foodborne
hazards. Fresh fruit and vegetable consumption,
for example, has increased nearly 50% from 1970
to 1994 (21). Fresh produce is susceptible to
contamination during growth, harvest, and

Percent

projected numbers

1900 1920 1940 1960 1980 2000 2020 2040

Year

Figure 2. Percentage of U.S. population over 65 years of
age, 1990-2040 (projected). Source: U.S. Bureau of
Census
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distribution. The surface of plants and fruits may
be contaminated by human or animal feces.
Pathogens on the surface of produce (e.g., melons)
can contaminate the inner surface during cutting
and multiply if the fruit is held at room tem-
perature (22). In the United States from 1990 to
1997, increased consumption of fresh produce
may have contributed to a series of foodborne
outbreaks associated with foods such as sliced
cantaloupe (22), green onions (23), unpasteurized
cider (15), fresh squeezed orange juice (24), lettuce
(14), raspberries (25), alfalfa sprouts (26), sliced
tomatoes (27), and frozen strawberries (28).

The percentage of spending on food eaten
away from home has increased during recent
decades (29). Fast-food restaurants and salad
bars were rare 50 years ago but are primary sites
for food consumption in today’s fast-paced society
(29). Outbreaks outside the home account for
almost 80% of reported outbreaks in the United
States in the 1990s (30). This figure may reflect
the fact that these outbreak settings are most
likely to be recognized and, therefore, reported to
health officials; however, such food venues may
also contribute to foodborne disease. Through
practices such as the pooling of eggs, holding of
hazardous foods at temperatures that permit
amplification of low-dose pathogens, incomplete
cooking of foods such as hamburgers, and cross-
contamination of cooked foods.

Behavioral changes leading to foodborne
infections are further complicated by decreased
opportunities for food safety instruction both in
school and at home. Health educators in
secondary schools emphasize prevention of other
important health concerns (e.g., HIV infection,
obesity) over consumer safety issues including
food safety education (31). In addition, because of
two-income families and increased eating away
from home, fewer opportunities may exist to pass
food safety information from parent to child (29).

Changes in Industry and Technology

The trend toward greater geographic dis-
tribution of products from large centralized food
processors carries a risk for dispersed outbreaks.
When mass-distributed food products are inter-
mittently contaminated or contaminated at a low
level, illnesses may appear sporadic rather than
part of an outbreak (32).

Industry consolidation and mass distribution
of foods may lead to large outbreaks of foodborne
disease. In 1985, an outbreak of salmonellosis
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associated with contaminated milk from a large
midwestern dairy was estimated to have resulted
in approximately 250,000 illnesses (33). A nation-
wide outbreak of Salmonella serotype Enteritidis
of similar magnitude occurred in 1994 when ice
cream premix was transported in tanker trucks
that had not been thoroughly sanitized after
transporting raw liquid egg (34).

The trend toward larger markets and
consolidation of industry has exacerbated the SE
problem in another way. Changes in egg pro-
duction have adversely affected infection control
in poultry flocks (35). In 1945, a typical hen house
contained 500 birds. By 1995, many houses
contained 100,000 hens, and multiple houses
were often linked by common machinery (35),
resulting in large flocks with common risk pro-
files. Large-scale distribution of shell eggs from
infected flocks has caused outbreaks in which
contaminated eggs were distributed in many
states over a period of months (10).

Changes in Travel and Commerce

International travel has increased drama-
tically during the 20th century. Five million
international tourist arrivals were reported
worldwide in 1950, and the number is expected to
reach 937 million by 2010 (Figure 3; 36).
Travelers may become infected with foodborne
pathogens uncommon in their nation of resi-
dence, thus complicating diagnosis and treatment
when their symptoms begin after they return
home. In 1992, for example, an outbreak of
cholera caused 75 illnesses in international
airline passengers; 10 persons were hospitalized,
and one died (37). Pathogens may also be carried
home to infect nontravelers. (38).

As the diversity of foods in the marketplace
has increased, illnesses have been associated
with internationally distributed foods. In 1992, an
outbreak of epidemic cholera in Thai immigrants
living in Maryland was caused by coconut milk
imported from Thailand (39). In 1996, 1,465 cases
of infection with Cyclospora cayetanensis were
reported by 20 states, the District of Columbia,
and two Canadian provinces. The investigation
implicated raspberries from Guatemala (25).

In the mid-1990s, half to one and one-half
million immigrants were admitted to the United
States each year. Some reports of foodborne
illnesses involve transmission by foods consumed
primarily by immigrant groups. Outbreaks of
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trichinosis have become relatively rare in the
United States because cooking pork thoroughly
has become a widespread cultural practice. An
exception occurred in 1990, when Laotian immi-
grants in lowa prepared and ate undercooked pork,
atraditional food, in celebration of awedding (40).
Other reports involve foods consumed by ethnic
populations. Yersinia enterocolitica outbreaks
are also rare, but several have occurred in inner-
city African-American communities and were
associated with preparation and consumption of
pork intestines (41). The epidemiology of human
brucellosis in California has shifted from an
occupational disease of animal husbandry to a
foodborne disease most frequently affecting
Hispanics who often while abroad consume raw
milk and cheeses made with raw milk (42).

Microbial Adaptation

Environmental Conditions

Natural selection is a key process in the
emergence of pathogens (11). Microbes adapt to
have an advantage in unfavorable environments
(e.g., heat and acidity) (43). SE phage type (PT) 4
may have developed traits that enable it to
rapidly replace closely related SE phage types in
egg-laying poultry environments (43). During the
1980s, for example, SE PT 4 became the predomi-
nant phage type in humans and poultry in Europe
and caused a marked increase in human illnesses.
SE PT 4 was rare in the United States before
1994 when SE PT 4 emerged in southern Califor-
nia, resulting in a fivefold increase in reported
human SE infection (44). In 1995, asimilar increase
in SE PT 4 infection was reported in Utah.
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Antimicrobial Resistance

The therapeutic use of an antimicrobial
agent, in human or animal populations, creates a
selective pressure that favors survival of bac-
terial strains resistant to the agent. Antimicrobial-
resistant strains of Salmonella have become
increasingly prominent (45). In the United States,
the percentage of antimicrobial resistant Salmo-
nella infections increased from 17% of isolates in
the late 1970s to 31% in the late 1980s (45).
Compared with patients with susceptible infections,
patients with antimicrobial-resistant infections
are more likely to require hospitalization and to
be hospitalized for longer periods (45).

During the 1990s, Salmonella serotype
Typhimurium Definitive Type 104 (DT 104)
emerged in the United Kingdom. By 1995, DT
104 was the second most common cause of human
salmonellosis in England and Wales; more than
3,800 isolates were reported from humans in that
year alone (46). Ninety percent of all DT 104
isolates were resistant to ampicillin, chloram-
phenicol, streptomycin, sulphonamides, and tetra-
cycline (R-type ACSSuT). Strains of S. Typhi-
murium DT 104 with resistance to trimethoprim
and ciprofloxacin have also emerged in the
United Kingdom. Surveillance for DT 104 infec-
tions in the United Kingdom indicated high
hospitalization and mortality rates with this
organism compared with infections caused by
other Salmonella serotypes. In one study more
than 10% of patients with multidrug-resistant
DT 104 infection required hospitalization, and
more than 3% died (46). In the United Kingdom,
illness has been associated with contact with
farm animals and with consumption of foods,
including beef, pork sausages, and chicken. The
organism has been isolated primarily from cattle
but also from poultry, sheep, and pigs (46).

S. Typhimurium DT 104 is rapidly emerging
in the United States. A study of S. Typhimurium
isolates from the Pacific Northwest indicated
that 43% of human isolates obtained in 1994 had
R-type ACSSUT compared with 4% in 1989 (47).
Among cattle isolates of S. Typhimurium from
the Pacific Northwest obtained before 1986, none
had this R-type, compared with 13% of isolates
obtained between 1986 and 1991, and 64% of
isolates obtained between 1992 and 1995 (47).
When 25 isolates from either human or cattle
sources in the Pacific Northwest with R-type
ACSSuUT were phage-typed, all were S. Typhi-
murium DT 104 (47). The characteristic
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resistance pattern (R-type ACSSUT) was present
in 32% of human S. Typhimurium isolates tested
in 1996. The first confirmed outbreak of S. Typhi-
murium DT 104 in the United States occurred in
Nebraska in 1996 (48).

Another example of an antimicrobial-resis-
tant foodborne pathogen is fluoroquinolone-
resistant C. jejuni, which has increased in
Europe since the early 1990s (49). The emergence
of human infections has been temporally asso-
ciated with the approval of fluoroquinolones for
veterinary use in Europe.

Economic Development and Land Use

In the United States, food animals generate
over 1.6 billion tons of manure per year (50). On
large-scale production facilities, manure disposal
is a growing problem. Without disposal, manure
may serve as a reservoir for Salmonella, C. jejuni,
and other farm pathogens.

The shift from a cold season oyster harvest in
the Gulf of Mexico to a year-round harvest (51) is
a change in resource use associated with the
emergence of V. vulnificus. V. vulnificus primary
septicemia has a summer seasonality, and most
tracebacks implicate raw oysters from the Gulf of
Mexico (52). Although the annual oyster harvest
from the U.S. Gulf of Mexico has not changed
since the 1930s, the percentage of oysters har-
vested during summer months increased from
8% of the annual harvest in 1970 to 30% in 1994
(51). The disposal of feces in oyster beds by oyster
harvesters with gastroenteritis has been impli-
cated in shellfish-associated Norwalk-like virus
outbreaks, including one in Louisiana in 1994 (53).

Breakdown of the Public Health Infrastructure
Many public health agencies operate with
extremely limited resources. The consequent
breakdown in public health infrastructure
increases the potential for underreporting of
foodborne infections (54). In the mid-1990s, for
example, 12 states had no personnel dedicated to
foodborne disease surveillance (54), largely
because of budget restrictions at the state and
local levels. When the infrastructure for infec-
tious diseases surveillance is compromised,
recognition of outbreaks is jeopardized (9,54).

Prevention and Control

The prevention of foodborne disease depends
on careful food production, handling of raw
products, and preparation of finished foods.
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Hazards can be introduced at any point from
farm to table. Technologies are available to
prevent many foodborne illnesses. Just as the
20th century’s revolution in food sanitation and
hygiene (including refrigeration, chlorination of
drinking water, pasteurization of milk, and shell-
fish monitoring) was a consequence of applied
technologies, industrial engineering can hold the
key to food safety in the 21st century. Among
technologies that merit evaluation are chlori-
nation of drinking water sources for food animals
(55); sanitary slaughter and processing of meat
(56), poultry (56), and seafood (57); irradiation
(58); and other microbial reduction steps for raw
agricultural commodities.

When monitoring and control technologies
are systematically applied to food production to
prevent foodborne illnesses, the program is said
to use a Hazard Analysis Critical Control Point
(HACCP) process (56,57). Such programs require
food industries to identify points in food produc-
tion where contamination may occur and target
resources toward processes that may reduce or
eliminate foodborne hazards. In the 1990s, pro-
grams were implemented by meat (56), poultry
(56), and seafood (57) industries and federal
regulatory agencies. In these programs, industry
takes the lead for the control of foodborne hazards,
and regulatory agencies maintain oversight.

Preparers of meals are the last critical con-
trol point before foods reach the table. Inter-
ventions to promote safe food preparation
practices are needed (59). Food preparers can
reduce the risk of foodborne diseases with a few
practical food-handling precautions. Thorough
heating of potentially hazardous foods kills patho-
gens, and refrigeration prevents their
multiplication. Cross-contamination of foods can
be avoided by separating cooked and raw foods
and preventing contamination of cooked foods by
drippings from raw foods. Foodworkers should
wash hands, cutting boards, and contaminated
surfaces as warranted to prevent cross-con-
tamination. Consumers can reduce the risk of
foodborne infections by avoiding high-risk foods,
such as runny eggs, hamburgers that are pink at
the center, and raw shellfish.

Each link in the production, preparation, and
delivery of food can be a hazard to health. While
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technologies designed to improve the safety of the
food supply hold promise, changes in food
processing, products, practices, and people will
continue to facilitate the emergence of foodborne
pathogens into the next century. Foodborne disease
surveillance provides a basis for detecting
disease and identifying points at which new
strategies are needed to protect the food supply.

Dr. Altekruse is a veterinary epidemiologist with the
U.S. Food and Drug Administration, assigned as a
liaison officer to CDC's Foodborne and Diarrheal
Diseases Branch. His research activities include sur-
veillance for noncholera Vibrio infections.
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DDT, Global Strategies, and a Malaria
Control Crisis in South America

Donald R. Roberts, Larry L. Laughlin, Paul Hsheih,
and Llewellyn J. Legters
Uniformed Services University of the Health Sciences,
Bethesda, Maryland, USA

Malaria is reemerging in endemic-disease countries of South America. We
examined the rate of real growth in annual parasite indexes (API) by adjusting APlIs for
all years to the annual blood examination rate of 1965 for each country. The
standardized APIs calculated for Brazil, Peru, Guyana, and for 18 other malaria-
endemic countries of the Americas presented a consistent pattern of low rates up
through the late 1970s, followed by geometric growth in malaria incidence in subsequent
years. True growth in malaria incidence corresponds temporally with changes in global
strategies for malaria control. Underlying the concordance of these events is a causal
link between decreased spraying of homes with DDT and increased malaria; two
regression models defining this link showed statistically significant negative
relationships between APIs and house-spray rates. Separate analyses of data from
1993 to 1995 showed that countries that have recently discontinued their spray
programs are reporting large increases in malaria incidence. Ecuador, which has
increased use of DDT since 1993, is the only country reporting a large reduction (61%)
in malaria rates since 1993. DDT use for malaria control and application of the Global
Malaria Control Strategy to the Americas should be subjects of urgent national and
international debate. We discuss the recent actions to ban DDT, the health costs of such
a ban, perspectives on DDT use in agriculture versus malaria control, and costs versus
benefits of DDT and alternative insecticides.

Malaria is reemerging in most disease-
endemic countries of South America (Figure 1).
Even though disease incidence is increasing, the
level of increase is undefined. More importantly,
the reasons for the increase in malaria rates after
decades of successful disease control have not
been assessed. Herein we will show how rapidly
malaria is increasing, examine the patterns of
resurgent malaria in relationship to the Global
Malaria Control Strategy (1), and test the hypo-
thesis that increased malaria is due to decreased
spraying of homes with DDT. Also, we will discuss
recent actions to ban DDT, the health costs of
such a ban, perspectives on DDT use in agricul-
ture versus malaria control, and costs versus
benefits of DDT and alternative insecticides.
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Revised Estimates of Malaria
Rates in South America

The Pan American Health Organization has
been compiling and reporting malaria data since
1959. These data are used to compute the annual
parasite index (API) and the annual blood exami-
nation rate (ABER). APl is the number of positive
slides per 1,000 population. For each country,
API can be viewed as a measure of numbers of
cases detected and numbers of cases treated. API
is based on composite data derived from both
active and passive case detection; e.g., 63% of all
blood slides taken in the A